
CONSTRUCTION AND EXPLORATION OF
REDESCRIPTION SETS

Matej Mihelčić



Doctoral Dissertation
Jožef Stefan International Postgraduate School
Ljubljana, Slovenia

Supervisor: Asst. Prof. Dr. Tomislav Šmuc, Ruđer Bošković Institute, Zagreb, Croatia
Co-Supervisor: Prof. Dr. Nada Lavrač, Jožef Stefan Institute, Ljubljana, Slovenia, Jožef
Stefan International Postgraduate School, Ljubljana, Slovenia

Evaluation Board:
Prof. Dr. Sašo Džeroski, Chair, Jožef Stefan Institute, Ljubljana, Slovenia, Jožef Stefan
International Postgraduate School, Ljubljana, Slovenia
Prof. Dr. Marko Robnik Šikonja, Member, Faculty of Computer and Information Science,
Ljubljana, Slovenia, Jožef Stefan International Postgraduate School, Ljubljana, Slovenia
Prof. Dr. Hannu Toivonen, Member, University of Helsinki, Helsinki, Finland



Matej Mihelčić

CONSTRUCTION AND EXPLORATION OF
REDESCRIPTION SETS

Doctoral Dissertation

GRADNJA IN PREISKOVANJE MNOŽIC POOPISOV

Doktorska disertacija

Supervisor: Asst. Prof. Dr. Tomislav Šmuc

Co-Supervisor: Prof. Dr. Nada Lavrač

Ljubljana, Slovenia, January 2018





v

Acknowledgments

Reflecting on my education from elementary to postgraduate school, I realized that a large
number of people offered their knowledge, experience and wisdom to construct foundations
that ultimately enabled the creation of this thesis. Here, I must point out Prof. Dr. Mladen
Vuković, whose excellent lectures and patience during the creation of my Master’s Thesis
motivated this scientific journey. You have my gratitude.

The research period that resulted in the making of this dissertation was a very interest-
ing time for me, a perfect mix of frustration, joy, happiness and excitement. Sincere thanks
to my supervisors Asst. Prof. Dr. Tomislav Šmuc and Prof. Dr. Nada Lavrač for making
it possible and significantly assisting in making it a successful endeavour. Thank you for
your discussions, corrections, guidance and for securing the financial support needed for the
completion of this research. I am deeply thankful to Prof. Dr. Nada Lavrač for suggesting
redescription mining as a topic of my research and to Asst. Prof. Dr. Tomislav Šmuc for
finding sometimes a significant amount of time for discussions about different ideas and
potential research directions.

I am very grateful to Prof. Dr. Sašo Džeroski for collaborating with us on this research.
Despite his rather busy schedule, he always managed to offer his advice, knowledge and
wisdom. Dr. Dragan Gamberger introduced me to the world of multi-view clustering,
working with him was a proper introduction to redescription mining. Thank you!

I am grateful for the support received by the following projects: the MAESTRA project
(Gr. no. 612944), the MULTIPLEX project (Gr. no. 317532), the Croatian Science Foun-
dation (Pr. no. 9623: Machine Learning Algorithms for Insightful Analysis of Complex
Data Structures) and the Knowledge Technologies Research Programme (P2-0103).

Many thanks to Rajko Horvat for maintaining our servers and making prompt inter-
ventions when needed. I would like to thank Dr. Esther Galbrun for providing the code of
ReReMi algorithm and the Siren tool. Thank you for showing interest in my work. Thanks
to Dr. Tomislav Lipić and Dr. Anže Vavpetič for their help with the ClowdFlows technol-
ogy and to Matija Piškorec for useful discussions about AngularJS, Node.js technologies
and giving helpful aesthetics suggestions regarding my figures.

Thanks to Matija for being such a great officemate and to Maria for being great first
neighbour. Working and hanging out with you cannot be other than fun. Thanks to my
friend Ante for listening about all the status updates throughout these years, during our
hikes to Sljeme. Thanks to Dr. Vedrana Vidulin and Dr. Tomislav Lipić for occasional
(sometimes late-night) chats about our work, you managed to put my mind at ease and
offer useful advice. Thanks to all of my friends at the Ruđer Bošković Institute, especially
our little "lunch group". When I was around you, problems seemed solvable and less severe.

Finally, huge thanks go to my family: father Ninel, mother Ankica and sister Natalija.
None of this would be possible without your endless love and unlimited support! You were
always there for me, for better or worse. Puno vam hvala na svemu! Tata, mama, sestro,
baka i dida, puno vas voli vaš Matej.





vii

Abstract

Research in many scientific fields such as physics, biology, medicine, economy etc. requires
processing, analysis and understanding of various types of data with the aim of discovering
new or analysing existing research hypotheses. Increase of available data and different data
sources allows for examining some set of interesting entities from different aspects or using
information about different subunits constituting these entities. This enriches the analysis
and leads to the discovery of potentially interesting, previously unknown, associations.

Redescription mining, a field of knowledge discovery studied in this thesis, uses data
obtained from different sources or describing different aspects of entities, logically organised
into disjoint sets of attributes, to re-describe (find different characterizations of) various
subsets of given entities. This unsupervised data analysis task is very interesting since it
aims to output understandable rule-like descriptions (called redescriptions) that are easy to
interpret by the domain experts. By examining the produced redescriptions, researchers
can notice interesting connections between the attributes, grouped in different logically
connected sets, and can isolate subsets of entities that are interesting for future research.

In the field of biology, it may be interesting to describe different genes based on their
occurrence in different life forms, gene functional profile or their pairwise similarity. In the
field of economy, more specifically world trade, one can describe different world countries by
using information about their trading patterns and their socio-demographic properties. In
medicine, relating different types of indicators (such as clinical, biological etc.) may help in
explaining the observed symptoms and potentially provide interesting research directions
that can lead to the more appropriate patient treatment.

Previous work in redescription mining includes a number of different algorithms that
aim to create accurate and statistically significant redescriptions. A tool for redescription
exploration and analysis of redescriptions has also been developed with the aim of increas-
ing the overall understanding of produced redescriptions. However, all these techniques
focused on producing or analysing individual redescriptions.

This thesis presents developed methods, techniques and tools for redescription min-
ing, redescription set construction, optimization and exploration that use the information
about redescriptions and their relations to produce optimized, diverse and accurate sets of
redescriptions. These new techniques allow the users to guide redescription set construc-
tion to affect the structure of the produced redescription set, enable the use of ensembles
of redescription mining methods and provide different modes of targeted and contextual
redescription set exploration. The developed techniques have been applied to problems in
economy (country trade), medicine (Alzheimer’s disease), biology (bioclimatic niches) and
social science (co-authorship of scientific papers).
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Povzetek

Raziskovanje v mnogih raziskovalnih vedah, kot so fizika, biologija, medicina in ekonomija,
zahteva obravnavo, analizo in razumevanje različnih tipov podatkov, s ciljem odkritja novih
ali analize obstoječih raziskovalnih hipotez. Naraščajoče količine razpoložljivih podatkov
ter različni viri podatkov omogočajo preiskovanje entitet, ki so zanimive z različnih vidikov,
kar lahko vodi do odkritja potencialno zanimivih, doslej neznanih povezav.

Rudarjenje poopisov je področje odkrivanja znanja, s katerim se ukvarjamo v pri-
čujoči disertaciji. Pri rudarjenju poopisov uporabljamo podatke, pridobljene z različnih
virov, ali podatke, ki opisujejo različne vidike entitet, organizirane v logično nepovezane
množice značilk, za poopisovanje (ugotavljanje različnih značilnosti) različnih podmnožic
obravnavanih entitet. Ta način nenadzorovane analize podatkov je zanimiv, saj generira
razumljive, pravilom-podobne opise (imenovane poopisi), ki so za domenske strokovnjake
lahko razumljivi. S preiskovanjem generiranih poopisov lahko raziskovalci ugotovijo zani-
mive povezave med značilkami, grupiranimi v različne logično povezane množice značilk,
kar omogoča odkrivanje podmnožic entitet, zanimivih za nadaljnje raziskovanje.

Na področju biologije je zanimivo opisati različne gene na podlagi njihovih pojavitev v
različnih življenjskih oblikah, profilih genskih funkcij ali njihovih medsebojnih podobnostih.
Na področju ekonomije je npr. na področju svetovne trgovine mogoče opisati različne
države sveta z informacijami o vzorcih trgovanja in socio-demografskimi značilnostmi držav.
V medicini lahko povezovanje različnih kazalcev (kot so klinični, biološki itd.) pomaga
pojasniti ugotovljene simptome ter potencialno usmeriti raziskovanje na nova področja, s
katerimi bi lahko zagotovili ustrezno zdravljenje.

Prejšnje raziskave na področju rudarjenja poopisov vključujejo razvoj različnih algo-
ritmov, ki poskušajo generirati natančne in statistično pomembne poopise. Orodja za
preiskovanje in analizo poopisov so prav tako bila razvita s ciljem boljšega splošnega razu-
mevanja generiranih poopisov. Vendar so bile vse doslej razvite metode osredotočene na
izdelavo ali analizo posamičnih poopisov.

V pričujoči disertaciji predstavimo razvite metode, tehnike in orodja za rudarjenje
poopisov, gradnjo množic poopisov ter optimizacijo in analizo poopisov, ki uporabljajo
informacije o posameznih poopisih in njihovih odnosih za pridobitev optimiziranih, ra-
znovrstnih in natančnih množic poopisov. Te nove tehnike omogočajo uporabnikom vpliv
na strukturo pridobljenih množic poopisov, omogočajo uporabo ansamblov metod za ru-
darjenje poopisov ter zagotavljajo različne načine usmerjenih in kontekstualno odvisnih
analiz množic poopisov. Razvite metode so uporabljene na problemih s področja ekono-
mije (svetovna trgovina), medicine (Alzheimerjeva bolezen), biologije (bioklimatske niše)
ter družbenih ved (soavtorstvo znanstvenih člankov).





xi

Contents

List of Figures xv

List of Tables xvii

List of Algorithms xix

Abbreviations xxi

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Main Publications Related to the Thesis . . . . . . . . . . . . . . . . . . . . 4
1.6 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Background 7
2.1 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Features and Queries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Queries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Redescription Construction Strategies . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Query mining and pairing . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Greedy atomic updates . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.3 Alternating scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.4 Redescription Mining Literature Survey . . . . . . . . . . . . . . . . . . . . 14
2.5 Data Mining Fields Related to Redescription Mining . . . . . . . . . . . . . 15
2.6 Multi-view approaches related to redescription mining . . . . . . . . . . . . 16

3 Redescription Evaluation Measures 19
3.1 Rule Evaluation Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1.1 Rule learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.2 Subgroup discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.1.3 Exceptional model mining . . . . . . . . . . . . . . . . . . . . . . . . 21
3.1.4 Contrast set mining . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1.5 Association rule mining . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2 Redescription Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.1 Measuring redescription accuracy with Jaccard index . . . . . . . . . 23
3.2.2 Measuring redescription accuracy with Jaccard index in the presence

of missing data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Statistical Significance of Redescriptions . . . . . . . . . . . . . . . . . . . . 25
3.4 Redescription Redundancy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26



xii Contents

3.5 Redescription Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.6 Coverage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4 Redescription Mining with Predictive Clustering Trees 29
4.1 Predictive Clustering Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Related Tree-Based Redescription Mining Approaches . . . . . . . . . . . . 31

4.2.1 The CARTwheels algorithm . . . . . . . . . . . . . . . . . . . . . . . 31
4.2.2 The Split trees algorithm . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.3 The Layered trees algorithm . . . . . . . . . . . . . . . . . . . . . . . 33

4.3 CLUS-RM: Generating Redescriptions Using Predictive Clustering Trees . . 34
4.4 CLUS-RM Augmented with Random Forest of Predictive Clustering Trees . 35
4.5 Constraint-Based Redescription Mining . . . . . . . . . . . . . . . . . . . . 36
4.6 Techniques for Improving Redescription Quality . . . . . . . . . . . . . . . . 36
4.7 Related Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5 Redescription Set Optimization 91
5.1 Introduction to Multi-Objective Optimization . . . . . . . . . . . . . . . . . 91

5.1.1 Basic concepts of multi-objective optimization . . . . . . . . . . . . . 92
5.1.2 Categorization of multi-objective optimization approaches . . . . . . 93
5.1.3 Weighted-sum approach for multi-objective optimization . . . . . . . 94

5.2 Optimization by Redescription Exchange . . . . . . . . . . . . . . . . . . . . 95
5.3 Optimization by Redescription Extraction . . . . . . . . . . . . . . . . . . . 96
5.4 Redescription Set Optimization with User-Defined

Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.5 Related Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6 Exploring Redescription Sets 123
6.1 Tools for Interactive Exploration and Visualization of Patterns . . . . . . . 123
6.2 Interactive Redescription Set Exploration with Siren . . . . . . . . . . . . . 124
6.3 Interactive Redescription Set Exploration with InterSet . . . . . . . . . . . . 126
6.4 Related Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

7 Evaluation 143
7.1 Theoretical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
7.2 Empirical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

8 Applications 145
8.1 Mining Redescriptions of Subjects with Different Levels of Cognitive Im-

pairment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
8.2 Related Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

9 Software Availability 183
9.1 Software Related to CLUS-RM and Redescription Set Optimization . . . . . 183
9.2 Software Related to InterSet . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

10 Conclusions and Future Work 185

Appendix A Correspondence Between Redescription Set and Multi-Objective
Optimization 187

Appendix B Additional evaluation of CLUS-RM 189



Contents xiii

References 195

Bibliography 205

Biography 207





xv

List of Figures

Figure 1.1: The main contributions presented in this thesis. . . . . . . . . . . . . . 5

Figure 2.1: Part of Iberian Peninsula described by redescription Rex1 . Geographical
map was created with the tool freely available online at http://maps.
iucnredlist.org. Last access, 07.01.2018. . . . . . . . . . . . . . . . . 8

Figure 2.2: Illustration of query mining and pairing approach. . . . . . . . . . . . . 12
Figure 2.3: Illustration of the greedy atomic updates process. . . . . . . . . . . . . 12
Figure 2.4: Illustration of the alternating scheme for redescription exploration and

construction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Figure 2.5: Relation between redescription mining and other related tasks. . . . . . 16

Figure 4.1: Various types of object groupings: a) by using only descriptive at-
tributes (as in unsupervised clustering), b) by using only target at-
tributes (as in classification), c) by using target and descriptive at-
tributes (capability of the predictive clustering). This Figure is based
on Figure 2.1 from [37] and Figure 2.11 from [36]. . . . . . . . . . . . . 29

Figure 4.2: Alternations in the CARTwheels algorithm. The initial tree (left) is
built by using target classes corresponding to the first attribute con-
tained in the opposite view for which the entity has a value true. Con-
sequent trees use entity membership in the leaves of the opposite tree
as targets for tree construction. Classes to construct the bottom tree
(middle) are constructed from entity memberships in the leaves of the
top tree. The next step is regrowing the top tree to match the bottom
tree (right). The process is repeated for a predefined number of iterations. 32

Figure 4.3: Iterations in the Split trees algorithm. The algorithm builds decision
trees of different (increasing) depths, at each step until the trees reach
a predefined, maximal depth. Trees of maximal depth are matched in
their leaves and used to construct redescriptions. . . . . . . . . . . . . . 33

Figure 4.4: Iterations in the Layered trees algorithm. The algorithm builds decision
trees of depth one for each leaf of the tree constructed in the previous
step or the initial step. The process is repeated until trees reach a
predefined, maximal depth. Trees of maximal depth are matched in
their leaves and used to construct redescriptions. . . . . . . . . . . . . . 34

Figure 5.1: Feasible objective region in case of two objective functions f1 and f2.
The bold line denotes the weakly Pareto optimal set (2) and the Pareto
optimal set (1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

Figure 6.1: Data visualization and redescription creation window of the Siren tool. 125
Figure 6.2: Different visualizations aimed at analysing individual redescriptions. . . 126

http://maps.iucnredlist.org
http://maps.iucnredlist.org


xvi List of Figures

Figure 9.1: ClowdFlows workflow enabling redescription mining with the CLUS-
RM algorithm and redescription set optimization. . . . . . . . . . . . . 183

Figure 9.2: InterSet home page available at http://zel.irb.hr/interset/. . . . . 184

Figure B.1: Probabilities of selecting at least one entity from a group of entities of
a size g in a test set with a pre-defined split for a Country dataset. . . . 190

Figure B.2: Jaccard index comparison of redescription sets obtained using CLUS-
RM algorithm on a train set, whole data set (testing predictivity) and
a test set (testing generalizability) created using 70/30% split. The
algorithm is applied with different support set size parameters. . . . . . 191

http://zel.irb.hr/interset/


xvii

List of Tables

Table 2.1: Input example for the Bio dataset. . . . . . . . . . . . . . . . . . . . . . 7

Table 3.1: A contingency table for the rule r = B → H. . . . . . . . . . . . . . . . 21

Table 4.1: The top-down induction algorithm for PCT [17]. . . . . . . . . . . . . . 30

Table B.1: The number of redescriptions R ∈ R with 0 entities from test set contained
in their support set (T0) and the number of redescriptions for which J(R)tr −
J(R)ts > 0.2 (TD). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191





xix

List of Algorithms

Algorithm 4.1: PCT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Algorithm 4.2: BestTest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Algorithm 5.1: ReduceSetE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Algorithm 5.2: ReduceSet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96





xxi

Abbreviations

AD . . . Alzheimer’s disease

ANG2 . . . Angiopoietin-2

APOAII . . . Apoliprotein A-II

APOB . . . Apoliprotein B

BNP . . . Brain natriuretic peptide

CBRM . . . Constraint-based redescription mining

CLUS-RM . . . Redescription mining algorithm using Predictive Clustering trees that are
implemented in the CLUS decision tree and rule induction system.

CN . . . Control normal

CNTF . . . Ciliary neurotrophic factor

DM . . . Decision maker

DNF . . . Disjunctive Normal Form

EMCI . . . Early mild cognitive impairment

FASL . . . Fas ligand

INSULIN . . . Insulin

IPS . . . International Postgraduate School

ISCA . . . International Symposium on Computer Architecture

JSI . . . Jožef Stefan Institute

LEPTIN . . . Leptin

LMCI . . . Late mild cognitive impairment

MCDA . . . Multi-criteria decision aid

MCRPHMIF. . . Macrophage migration inhibitory factor

PAPP-A . . . Pregnancy-associated plasma protein A

PCT . . . Predictive Clustering trees

PPP . . . Pancreatic polypeptide

RM . . . Redescription mining

SMC . . . Significant memory concern

SPARE_AD. . . Spatial Pattern of Abnormalities for Recognition of Early AD

TSTSTRNT. . . Total blood testosterone





1

Chapter 1

Introduction

Knowledge discovery in databases is the process of identifying valid, novel, potentially
useful, and ultimately understandable knowledge in data [1]. This process encompasses
data set construction, knowledge extraction, exploration, analysis, presentation and main-
tenance of discovered knowledge. The process of identification and extraction of knowledge
from data is the main goal of a field of computer science called data mining [2]. Depending
on the type of wanted knowledge and the structure of available data, different fields of
data mining with a large variety of accompanying methods have been developed to assist
the identification and extraction of useful knowledge from data. Methods and algorithms
for data mining often utilize different concepts from mathematics and other fields of com-
puter science, such as artificial intelligence and machine learning, to enhance the process
of discovering interesting patterns.

Our research is directed to the task called redescription mining. Redescription mining
[3] is a field of data mining that aims to find different descriptions (characterizations) of
the same or very similar subsets of entities or to discover subsets of entities that can be
characterized in multiple ways. Such sets of entities, originally described by different sets
of descriptors, allow explaining the underlying problem from different perspectives which
may lead to better understanding of the data or discovery of new research hypotheses.
The output of the redescription mining process is a list of multiple descriptions (tuples
of logical formulas) which are called redescriptions. Current approaches for redescription
mining output redescriptions containing only pairs of descriptions.

In this thesis we tackle two very important tasks that emerge within redescription
mining: redescription set construction and redescription set exploration. Redescription set
construction consists of discovery, selection, filtering and arranging of discovered redescrip-
tions into a set that is presented to the user. This is naturally complemented by the task of
redescription set exploration, which aims to provide methods and techniques for in-depth
exploration of constructed sets of redescriptions.

1.1 Motivation

Data analysis has become a very important technique to obtain new knowledge or increase
understanding of the underlying problem. Because of this, it is omnipresent in various
scientific fields, but also increasingly used in many industrial applications. Data often
contains a large number of different attributes, obtained from different sources, produced
by different experiments— representing different aspects of the observed entities. Un-
derstanding such data, especially the interactions between different attributes, provides
insights that may lead to new scientific discoveries or e.g., to knowledge that can be used
to increase the profit of some company.
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Redescription mining provides means to describe different subsets of entities in the
data and reveal bi-directional associations between various attributes from different views
or contexts. For instance, it may be interesting for economists to analyse the world coun-
tries by using socio-demographic characteristics and their trading patterns [4]–[6]. Take an
example from biology, where the interested user would like to describe different geographi-
cal locations by using information about the weather and information about the habitat of
different animal species [7]–[9]. In this application, redescription Rex defined in Example
1.1 re-describes 35 different locations in Europe by using information about species in-
habiting these locations, in our example the Polar bear, and several climate conditions at
these locations such as maximum temperature in November t+11 and minimal temperature
in July t−7 .

Example 1.1. Rex = (q1ex , q2ex), where q1ex = (Polar Bear = TRUE) and q2ex = −7.9 ≤
t+11 ≤ −4.1 ∧ −2.0 ≤ t−7 ≤ 2.7

Redescription mining also allows relating a set of well-known or fully explored attributes
with a set of unexplored attributes describing different properties of an entity. In such tasks,
redescription mining can help in understanding the functions and interactions between
the mostly unexplored attributes. For example, patients may be subject to a number
of different clinical tests and diagnoses targeted at testing different body functions. The
results of such tests can be interpretable and well-understood. For instance, low score on
different memory or cognitive tests can indicate abnormalities in different parts of human
brain. However, understanding the detected levels of many different biological indicators,
such as levels of different hormones, neural activity, abnormalities in different genetic or
blood test markers and the effects of such tests on the overall human health may not be
well-understood. Relating clinical with biological attributes may assist in understanding
the role and function of different biological properties on the human health or may indicate
the targets for treating various diseases.

Several algorithms exist that use different techniques to find redescriptions [3], [10]–[14],
however they consider redescriptions in isolation and aim to produce sets of individual,
highly accurate redescriptions. Similarly, an existing tool for redescription exploration
[15] provides different methods for the analysis of individual redescriptions. However,
none of the existing tools use information about previously produced redescriptions and
redescription set properties during redescription construction or exploration.

This thesis presents methods and techniques aimed to create sets of redescriptions
with some desired properties. Instead of producing redescription sets that contain highly
accurate redescriptions, the aim is to construct redescription sets in such a way to increase
the favourable redescription and redescription set properties. By producing optimized
redescription sets, the users will be able to have deeper insight and a larger influence on the
properties of the resulting redescription sets, with the goal of obtaining useful knowledge.
Similarly, the information derived from the redescription sets is used to enhance different
modes of in-depth redescription set exploration.

1.2 Hypotheses

The main hypothesis explored in this thesis is that using information about redescription
sets, instead of observing individual redescriptions in isolation, allows for the construction
of redescription sets with superior properties in terms of redescription accuracy, diversity,
complexity and other potentially interesting properties. Furthermore, it allows for using
all the produced redescriptions in order to improve the properties of redescription sets
under construction and provides more flexibility and control over the structure of the final
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redescription sets by using user-defined preferences. In the context of redescription set op-
timization, the hypothesis is that a larger number of highly accurate, diverse redescriptions
increases the effectiveness of redescription set optimization. In addition, we hypothesize
that a high number of accurate redescriptions may be produced by using multi-target re-
gression Predictive Clustering trees [16], [17] algorithm to guide the search in redescription
mining process. Finally, using information about redescription sets provides the means to
perform more structured, context-driven redescription set exploration.

1.3 Objectives

The main objective of this thesis is to develop new redescription mining methods and tech-
niques for insightful data analysis. To reach this objective, we need to solve several related
problems. The first step involves obtaining a diverse set of redescriptions from the avail-
able data. Due to the potentially large size of the obtained knowledge base, it is necessary
to develop efficient filtering and selection techniques that enable the selection of a smaller
number of interesting patterns that are presented to the user. Such smaller sets are easier
to process and understand. This leads to our second task of developing novel techniques
to reduce the amount of knowledge returned to the user but keeping the essentials in the
predefined boundaries. The idea is to reduce the amount of returned redescriptions but
also allow influencing and structuring the generated redescription sets by using different
user-defined criteria. The final step, that brings us closer, to achieving our goal of insight-
ful data analysis with redescription mining is to provide methods, techniques and tools for
redescription set exploration. These techniques are devised to help efficient exploration,
analysis, filtering and selection of redescriptions with the goal of obtaining valuable new
insights and information from the produced redescription sets. In all previously described
steps, the emphases is on the importance and use of the information about the structure
of the obtained knowledge base.

1.4 Contributions

In this thesis we present the following original contributions:

1. Redescription mining algorithm CLUS-RM that uses multi-target regression and clas-
sification Predictive Clustering trees (PCT) [16], [17] as means for redescription cre-
ation. This allows utilizing multi-label classification and multi-target regression capa-
bilities of PCT for redescription construction which increases the accuracy, diversity
and number of produced redescriptions. The algorithm is extended with a random
forest of Predictive Clustering Trees to create the building blocks for redescriptions
(publication [18]). This extension further increases the accuracy and diversity of
produced redescriptions. The algorithm is described in Sections 4.3 and 4.4.

2. Two methods for redescription set optimization that select and arrange redescriptions
in a redescription set to maximize a set of predefined criteria:

a) Optimization by redescription exchange, which enables using redescription min-
ing algorithms without specifying the minimal redescription accuracy constraint—
usually determined through experimentation. This optimization approach is
presented in publications [18], [19].

b) Optimization by redescription extraction (presented in publication [20]) effec-
tively allows the use of ensembles of redescription mining algorithms and en-
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ables creating multiple redescription sets with different properties by using only
one execution of a redescription mining algorithm.

Redescription set optimization procedures are described in Sections 5.2, 5.3 and 5.4.

3. A methodology and accompanying tool for redescription set exploration (presented
in publication [21]) that uses various information derived from the redescription set
and information about individual redescriptions to provide new insights and make
the exploration of redescription sets more efficient. This contribution is described in
Section 6.3.

4. An algorithm for Constraint-based redescription mining that allows several modes
of exploration using user-defined attribute constraints. It is noted that the entity
constraints can be introduced analogously to the attribute constraints. The proposed
extensions are presented in publication [22] and described in Section 4.5.

5. Two new redescription evaluation measures have been constructed (query non-missing
Jaccard index and variability index ) and several evaluation measures have been
adopted and used in the context of redescription mining (redescription entity redun-
dancy, redescription attribute redundancy, redescription complexity and redescription
coverage). All these measures can be used to evaluate the properties of produced
redescription sets. The aforementioned measures are presented in publication [19],
[20] and described in Section 3.2.

6. A technique for redescription query size reduction (presented in publication [19])
and a technique for iterative increase of redescription accuracy called conjunctive
refinement (presented in publication [20]) are described in Section 4.6.

7. The developed methodology was successfully applied on several use-cases from medicine
(on the Alzheimer’s disease ADNI dataset [23], publication [22]), economy (on the
Country dataset [4]–[6], publications [18]–[21]), biology (on the Bio dataset [7]–[9],
publications [18], [20]) and in social network analysis (on the DBLP dataset [9], [24],
publications [18], [20]).

The main contributions are demonstrated in Figure 1.1.

1.5 Main Publications Related to the Thesis

Journal articles

[18] M. Mihelčić, S. Džeroski, N. Lavrač, and T. Šmuc, “Redescription mining augmented
with random forest of multi-target predictive clustering trees,” Journal of Intelligent
Information Systems, pp. 1–34, 2017, In press.

[20] M. Mihelčić, S. Džeroski, N. Lavrač, and T. Šmuc, “A framework for redescription
set construction,” Expert Systems with Applications, vol. 68, pp. 196–215, 2017,
issn: 0957-4174.

[22] M. Mihelčić, G. Šimić, M. Babić Leko, N. Lavrač, S. Džeroski, T. Šmuc, and for the
Alzheimer’s Disease Neuroimaging Initiative, “Using redescription mining to relate
clinical and biological characteristics of cognitively impaired and alzheimer’s disease
patients,” PLOS ONE, vol. 12, no. 10, pp. 1–35, 2017.
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Figure 1.1: The main contributions presented in this thesis.

Conference and workshop papers

[19] M. Mihelčić, S. Džeroski, N. Lavrač, and T. Šmuc, “Redescription mining with multi-
target predictive clustering trees,” in Proceedings of the 4th International Workshop,
New Frontiers in Mining Complex Patterns, NFMCP 2015, Held in conjunction with
ECML-PKDD 2015, Porto, Portugal, September 7, 2015, Revised Selected Papers,
M. Ceci, C. Loglisci, G. Manco, E. Masciari, and Z. W. Ras, Eds. Cham: Springer
International Publishing, 2016, pp. 125–143.

[21] M. Mihelčić and T. Šmuc, “InterSet: Interactive redescription set exploration,” in
Proceedings of Discovery Science: 19th International Conference, DS 2016, Bari,
Italy, October 19–21, 2016, T. Calders, M. Ceci, and D. Malerba, Eds. Cham:
Springer International Publishing, 2016, pp. 35–50.

1.6 Thesis Structure

The rest of this thesis is structured as follows. Chapter 2 provides background informa-
tion and corresponding notation for redescription mining and related areas. Chapter 3
provides the necessary definitions and analyses various redescription evaluation measures.
Chapter 4 introduces Predictive Clustering Trees, related redescription mining approaches
and describes the CLUS-RM algorithm and its extensions (the first major contribution of
the thesis). Chapter 5 introduces the multi-objective optimization and explains the second
contribution: redescription set optimization. Chapter 6 discusses interactive data mining
techniques and focuses on interactive redescription mining and exploration. This chap-
ter also provides information about the third contribution: the approach for interactive
redescription set exploration realized through the tool InterSet. Chapter 7 explains the re-
sults of evaluation, while Chapter 8 discusses the application of redescription mining in the
field of medicine (redescribing subjects suffering from a different level of cognitive impair-
ment or Alzheimer’s disease). Chapter 9 discusses software availability while Chapter 10



6 Chapter 1. Introduction

presents the overall conclusions based on the contributions presented in this thesis. Thesis
contains two Appendices: Appendix A demonstrates correspondence between redescription
set and multi-objective optimization while Appendix B analyses CLUS-RM algorithm and
the produced redescriptions with respect to predictivity and generalizability. Statistical
significance of produced redescriptions is further evaluated using permutation tests and
corrections for multiple hypothesis testing.
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Chapter 2

Background

Redescription mining is a descriptive, unsupervised knowledge discovery task aimed at
finding redescriptions of different subsets of entities by using one or more disjoint sets of
attributes (called views). In general, entities can be redescribed by using data from different
sources, describing different contexts of entities or obtained from different experiments.

To explain the input and output of the redescription mining task, we provide a practical
example involving a set of geographical locations in Europe.

Table 2.1: Input example for the Bio dataset.

(a) View 1: Table containing information about habitation of different mammalian
species.

Locations Crete Spiny Mouse Moose . . . Marbled Polecat Red Fox
26SLH1 false false . . . false false

. . . . . . . .

. . . . . . . .

. . . . . . . .
30V V J3 false false . . . false true

. . . . . . . .

. . . . . . . .

. . . . . . . .
34UFB3 false true . . . false true

. . . . . . . .

. . . . . . . .

. . . . . . . .
36WV D2 false true . . . false true

(b) View 2: Table containing information about weather conditions (monthly maximum, min-
imum, average temperatures and average precipitations).

Locations t−1 . . . t−12 t+1 . . . t+12 t̃1 . . . t̃12 p̃1 . . . p̃12

26SLH1 10.6 . . . 11.6 14.8 . . . 15.8 12.7 . . . 13.7 130.0 . . . 126.0

. . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .

30V V J3 −3.0 . . . −1.8 5.6 . . . 6.4 1.32 . . . 2.27 74.0 . . . 74.6

. . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .
34UFB3 −8.1 . . . −5.1 −1.7 . . . 0.2 −4.88 . . . −2.44 22.44 . . . 31.4

. . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .
36WV D2 −9.7 . . . −8.4 −2.0 . . . −0.7 −5.64 . . . −4.34 50.1 . . . 45.9

The data [7]–[9] contain a set of attributes describing habitation of different mammalian
species at each location, and a set of attributes describing weather conditions at these loca-
tions. As a motivating example, we provide the input data shown in Table 2.1, containing
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two views. Each code in Table 2.1 represents one location in Europe, 26SLH1 repre-
sents the geographical location with Latitude 38.61 and Longitude −29.01 (38.61,−29.01),
30V V J3 is a location with coordinates (57.52,−3.42), 34UFB3 is located at (51.2, 23.57)
and 36WVD2 represents the location with coordinates (70.52, 30.83).

The output of redescription mining is a set of redescriptions (tuples of logical formulas).
Redescription Rex1 defined in Example 2.1 describes 50 different locations located on the
Iberian Peninsula (the exact locations can be seen in Figure 2.1).

These geographical locations are inhabited by Egyptian Mongoose and Wood mouse.
The average precipitation in October on these locations is between 55.1 and 84 mm, in
August between 1.6 and 7.4 mm and in May between 27.6 and 55.8 mm.

Example 2.1. Rex1 = (q1ex1 , q2ex1 ), where q1ex1 = (Egyptian Mongoose = TRUE) ∧
(Wood mouse = TRUE) and q2ex1 = 55.1 ≤ p̃10 ≤ 84.0 ∧ 1.6 ≤ p̃8 ≤ 7.4 ∧27.6 ≤ p̃5 ≤ 55.8

Figure 2.1: Part of Iberian Peninsula described by redescription Rex1 . Geographical map
was created with the tool freely available online at http://maps.iucnredlist.org. Last
access, 07.01.2018.

2.1 Problem Definition

In this section, we formally define redescription mining and introduce the notation that
will be used throughout this thesis. It is similar to the notation used in [9].

For a set of entities E and a set of attributes A which are grouped in a set of views W
(disjoint attribute sets), a function v : A 7→ W maps each attribute to the corresponding
view. The input dataset D is defined as D = (E,A, v). Redescription mining in general
considers redescriptions constructed on a set of views W = {W1,W2, . . . ,Wn}, n ≥ 1,
however like in all currently developed redescription mining approaches, we also use max-
imally two views {W1,W2} . Because of this, all further notation will be restricted to the
case of two views. Entity ei, i ≤ |E| has value Wk(i, j) of attribute aj , j ≤ |Vk| contained
in view Wk, k ∈ {1, 2}. We use V1, V2 to denote a set of attributes mapped to views W1

and W2.
A logical formula comprised of attributes from A (with the appropriate conditions),

which are connected with some logical operators (conjunction, disjunction and negation

http://maps.iucnredlist.org
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are used in redescription mining) is called a query. q1ex1 and q2ex1 from Example 2.1
are two queries. A query language Q defines a set of valid queries. Depending on the
type of redescription mining task (for instance in relational redescription mining [25]), the
language can be extended with some additional operators. The set of entities described
by a query q is called its support set1 and is denoted supp(q). For a given query q, we
define attrs(q) as a set of attributes constituting the query, and with attr(q) a multi-set
of attributes constituting this query.

Redescription mining provides means to study the relations between queries obtained on
different views. A general relation ∼ is used to denote the similarity of support sets of two
queries2. A redescription R = (q1, q2) is defined as a pair of queries, one for each view in the
data and its support set is the set of entities described by both queries that constitute this
redescription: supp(R) = supp(q1)∩ supp(q2). The support set of redescription Rex1 from
Example 2.1 is shown in Figure 2.1. We use attr(R) to denote the multiset of attributes
used in the redescription R and attrs(R) to denote the corresponding set of attributes.
Formally, attr(R) = (attrs(R),M), whereM : attrs(R) 7→ N+. In the presented example,
attr(Rex1) = attrs(Rex1) = {Egyptian Mongoose, Wood mouse, p̃5, p̃8, p̃10}.

Formally, redescriptions and redescription mining are defined as (see [9]):

Definition 2.2. Given a dataset (E,A, v), a query languageQ overA and a binary relation
∼, a redescription is a pair of queries (q1, q2) ∈ Q×Q such that attrs(q1) ∩ attrs(q2) = ∅
and supp(q1) ∼ supp(q2).

Definition 2.3. Given a dataset (E,A, v), a query language Q over A, a binary relation
∼, and a set of constraints C, redescription mining is a task of finding redescriptions that
satisfy constraints in C.

A set of constraints C is defined by the user at the beginning of the redescription mining
task to constrain certain redescription properties. The constraints imposed on redescrip-
tions define minimum redescription support set size, minimal redescription accuracy, the
significance level (for a detailed explanation and definition of redescription accuracy and
statistical significance we refer the reader to Chapter 3).

We use R to denote a redescription set containing all the constructed redescriptions.
Ropt denotes an optimized subset of R constructed according to user-defined importance
preferences on various redescription quality criteria and incorporating the constraint on
the size of redescription set Ropt.

2.2 Features and Queries

In this section, we describe different types of features and queries used in redescription
mining that are related to the work presented in this thesis.

If some input dataset contains only attribute values describing entities (as in the exam-
ple from Table 2.1), it is called a propositional dataset (see [9]). If it contains information
about the relations between different entities, possibly in addition to the attribute values, it
is a relational dataset. In this work, we concentrate exclusively on propositional datasets.

Each attribute contained in the dataset is characterized by its type (Boolean, categor-
ical, numerical) and its range (a set of possible values). Let us suppose that we have one
Boolean attribute B, one categorical attribute C with possible values windy, sunny, rainy
and cloudy and a numerical attribute N with values contained within the [−5, 5] interval.

1The term support is used inconsistently to denote the support set or the cardinality of support set
interchangeably in [9], [13], [18], [19] etc.

2E.g., it can be any of the similarity measures defined in Section 3.2.
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The range of attribute B is RB = {true, false}, which can be also written as RB =
{1, 0}. RC = {windy, sunny, rainy, cloudy} and RN = {x, x ∈ [−5, 5]}. Taking a subset of
an attribute range, for instance RS ⊂ RC , can be used to define a truth value assignment
which assigns a logical value true to all entities with a value in RS and false to all other
entities.

Placing such constraints on the attribute range, defines constructs called features [26]
which are used to construct queries.

2.2.1 Features

Depending on the attribute type, the features can be:

• Boolean features—restrict the attribute value either to true (B = true) or to false
(B = false). In case of Boolean features, feature B = true is often written as B
while the proposition B = false is written as ¬B. All instances with the value true
satisfy the condition imposed by the feature B = true. This is denoted as [B = true]
by using Iverson bracket (see [9]), which evaluates to 1 if the condition B = true is
satisfied and to 0 otherwise.

• Categorical or nominal features—restrict the attribute value to one of the categories
contained in the attribute range. For instance, C = sunny is a categorical feature. All
entities with a categorical value sunny satisfy the condition imposed by the feature
C = sunny. The corresponding truth value assignment is denoted [C = sunny].

• Real-valued features—restrict the attribute value to a specific interval. For instance,
x ≤ N ≤ y, where x, y ∈ [−5, 5], x ≤ y is a numerical feature. All entities with
a numerical value contained in the [x, y] interval satisfy the conditions imposed by
the feature x ≤ N ≤ y. The corresponding truth value assignment is denoted
[x ≤ N ≤ y].

2.2.2 Queries

Features can be combined with different logical operators (conjunction ∧, disjunction ∨
and negation ¬) to form queries. The support set of a query is computed by observing the
entities that satisfy individual features building this query. We state several claims that
are valid if there are no missing values in the dataset.

If two sets of entities S1 and S2 satisfy the conditions of features P1 and P2 respectfully,
a query defined as qc = P1 ∧ P2 has a support set equal S1∩S2. Similarly a query defined
as qd = P1 ∨ P2 has a support set S1 ∪ S2. In general, for a query defined as q = P ,
where P is some proposition that defines conditions satisfied by entities contained in set
S, a query q′ = ¬ P has a support set E \ S.

For a Boolean proposition B and a corresponding set of entities S, query q = ¬ B has
a support set equivalent to the set of entities that satisfy the properties of a proposition
q′ = (B = false). For nominal propositions (e.g. C = rainy), the query defined as q =
¬ C = (¬ rainy) has the same support set as defined by a query q′ = (C = sunny) ∨ (C =
windy) ∨ (C = cloudy) and in the case of real-valued propositions, query q = ¬ (0.2 ≤
N ≤ 3.3) has a support set equivalent to that of a query q′ = N < 0.2 ∨ N > 3.3.

Depending on the form, queries can be divided into:

• Monotone conjunctions are the most restricted queries. In such queries, features are
combined using only conjunction operators.
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• Unrestricted queries are queries where features can be combined using any operator
with no special limits other than those defined by operator definitions.

• Linearly parsable queries used by Galbrun and Miettinen in [13]. These queries are
constructed following a generative grammar of the restricted query language designed
so that the resulting queries can be evaluated from left to right irrespective of the
binary operators precedence (for more details see [9]).

Queries produced within the CLUS-RM redescription mining algorithm (explained in
Section 4.3) have the form of monotone conjunctions. However, they can be further refined
in redescription construction by applying the disjunction operator in combination with
other queries and the negation operator which results in unrestricted queries. A positive
property of the resulting queries contained in redescriptions is that they can be easily
transformed to the Disjunctive Normal Form (DNF) [27], which is more understandable
and enables thorough query analysis.

2.3 Redescription Construction Strategies

Redescriptions can be constructed by using different strategies. These strategies differ in
the methodology used to construct redescription queries and the approach of combining
these queries into redescriptions. Different redescription mining algorithms, also presented
in Section 2.4, can be divided by the underlying construction strategy used in the redescrip-
tion mining process.

2.3.1 Query mining and pairing

This is the simplest construction strategy that consists of mining redescription queries from
the dataset and combining produced queries into redescriptions. Since the methodology
does not implement any mechanism of guiding the search to produce compatible queries, it
relies on pure chance to obtain redescriptions satisfying predefined quality criteria. If the
number of available views is small, mining queries from each view separately and combining
them into redescriptions might be feasible. However, even in such cases, many query pairs
could produce unsatisfactory redescriptions. When the number of views is large, this kind of
approach needs to test many combinations of queries with significantly smaller probability
of creating highly accurate redescription. Thus, it might be preferable to combine all
views into one large view containing all attributes and use the mining methodology to
create queries which are later used to construct redescriptions. A potential problem with
this approach is that all produced queries contain attributes from multiple different views,
which completely obfuscates the separation of views and makes the analysis significantly
harder.

The main advantage of this scheme is that it allows using a different association rule
[28]–[30] and different types of itemset mining [31]–[33] algorithms for redescription con-
struction.

The query mining and pairing approach is described in Figure 2.2. Queries are mined
from the corresponding views with some rule-producing methodology such as association
rule mining, frequent itemset mining etc. Queries are in a form q = ac(1) ∧ ac(2) · · · ∧
ac(k). Thus, they contain a different number of attributes. The pairing process consists
of computing the Cartesian product of two query sets and filtering with respect to user-
defined quality criteria such as Jaccard index for redescription accuracy, p-value, support
etc. (for more details see Chapter 3).
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Figure 2.2: Illustration of query mining and pairing approach.

Redescription mining approaches [11], [10] and the MID approach presented in [12] use
the query mining and pairing exploration strategy to construct redescriptions.

2.3.2 Greedy atomic updates

The greedy atomic updates exploration strategy is an iterative greedy approach that im-
proves the constructed redescriptions by iteratively adding, removing or modifying at-
tributes contained within redescription queries by using attributes from different views.
The main advantage of this approach is that it offers the ability to introduce more granu-
lar updates. Performing greedy atomic updates in the alternation mode (adding update by
using attributes from one view followed by using attributes from the second) allows guiding
query construction at each step, as opposed to the query mining and pairing methodology.
The main drawback of this methodology is that the exhaustive search requires testing all
attribute combinations. Because of this, methods that use greedy atomic updates usually
restrict the number of updates allowed per query.

Figure 2.3: Illustration of the greedy atomic updates process.

The greedy atomic updates process is illustrated in Figure 2.3. The initialization pro-
cess consists of selecting a pair of attributes that are combined into redescriptions. The
selection is based on the accuracy of the produced redescription. Each greedy atomic up-
date adds/deletes one attribute or updates the attribute value. The redescription that can
not be improved further and that satisfies user-defined constraints is returned to the user.
The entire process is repeated for a specified number of iterations with different initial
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attribute pairs, which allows producing different redescriptions.
This redescription exploration approach, restricted to the addition of features, was

used in the greedy approach by Gallo et al. [12]. The approach used the single best
redescription at each update step obtained for a given initial pair of attributes. It was
extended by Galbrun and Miettinen [13] with the addition of a beam search procedure that
saves multiple top candidates at each step instead of focusing only on the best improvement.

2.3.3 Alternating scheme

The alternating scheme requires performing the initialization step in which the first query
set is produced. It can be performed in several ways, for instance by randomly splitting the
entities and using this split for query construction with the use of classification algorithms
(capable of producing rules or transformable to rules) or by using queries containing only
one attribute as initialization.

The initially obtained queries are used as a starting point for the alternating scheme,
which attempts to find a good matching query to obtain accurate redescriptions. The
procedure iterates by replacing redescription queries with newly constructed queries that
increase the accuracy of a given redescription. The procedure is repeated until the prede-
fined number of iterations has been reached or no further improvements can be made.

The connection between different queries and the search for a matching query can
be achieved with the classification algorithms. The entities described by one query can
be considered targets for the classification task from which the second (matching) query
is constructed. One of the main goals is to obtain interpretable queries which can be
combined into redescriptions, thus tree-based classifiers (such as CART [34] or Predictive
Clustering Trees [16], [35], [36] etc.) or rule-based classifiers (such as Predictive Rules [37]
etc.) can be used in this process. The alternating scheme is illustrated in Figure 2.4.

Figure 2.4: Illustration of the alternating scheme for redescription exploration and con-
struction.

The alternating approach is similar to the mining and pairing approach because it uses
fully constructed queries to create redescriptions. However, the main and most important
difference is that it selects the matching queries in a targeted manner as opposed to the
query and pairing approach that tries all possible combinations. Compared to greedy
atomic updates, it scales better with respect to the number of attributes but is more
sensitive to the number of available entities.

The alternating scheme was introduced by Ramakrishnan et al. [3] and incorporated
into the CARTwheels algorithm. It is also used in SplitTrees and LayeredTrees algorithms
[14], [38]. Galbrun and Kimming [25] use the alternating scheme for mining relational
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redescriptions. The algorithm CLUS-RM, described in Chapter 4 and introduced in [18],
[19] is based on the alternating scheme, however it also incorporates components from the
greedy atomic updates and query mining and pairing schemes to obtain higher accuracy
and larger diversity of produced redescriptions.

2.4 Redescription Mining Literature Survey

The field of redescription mining was introduced in the work of Ramakrishnan et al. [3],
which presents a decision tree-based redescription mining algorithm called the CARTwheels.
The algorithm builds two decision trees (one for each view) that are joined in the leaves.
Redescriptions are found by examining the paths (joining the conditions) from the root
node of the first tree to some specified class and the paths from the root node to the
matching leaf of the second tree. The algorithm uses multi-class classification to guide
the search between the two views. Zaki and Ramakrishnan [11] used a lattice of closed
descriptor sets to find redescriptions whereas Parida and Ramakrishnan [10] used a relax-
ation lattice for mining exact and approximate redescriptions. Gallo et al. [12] presented
the greedy algorithm and the MID (Mining Interesting Descriptors) algorithm based on
frequent itemset mining. Galbrun and Miettinen [13] extended the functionality of the
greedy approach by Gallo et al. [12] to allow creating redescriptions from data containing
numerical attributes. Galbrun and Kimming extended redescription mining to a relational
[25] setting, while Galbrun and Miettinen [15] made extensions that enable interactive
redescription mining. Two tree-based algorithms were proposed by Zinchenko [14], [38].
These approaches use decision trees in a non-Boolean setting and present two different
tree-based methods for redescription mining. The first method uses layer-by-layer tree
construction, while the second method uses decision trees of different depths in the re-
description construction process.

Galbrun and Miettinen introduced a tool Siren [15] that enables exploration and anal-
ysis of redescriptions. The visualization and analyses techniques provided by the tool are
mostly aimed towards the analyses of individual redescriptions. The tool is capable of vi-
sualizing geographical locations described by some redescription for appropriate datasets.
Kalofolias et al. [39] introduced a method aimed at removing redundant redescriptions
from the produced redescription sets.

Redescription mining has been applied in several different domains. Ramakrishnan et
al. [3] used their redescription mining algorithm, CARTwheels in a biological problem of
characterizing similarities and differences in yeast gene expression behaviour across related
families of stresses. Parida and Ramakrishnan [10] applied redescription mining to data
obtained from six different organisms: Baker’s yeast, plant Arabidopsis, Worm Fly, Mouse
and human with the goal of understanding the connection between biological processes
and their location in a cell. The ultimate goal was to gain understanding that may help in
function assignment for unassigned genes. The second important goal was to understand
specific constructs in Eukaryotic organisms by observing redescriptions constructed using
data from all six organisms. Zaki and Ramakrishnan [11] used interactive redescription
mining to explore the gene expression datasets from micro-array experiments conducted
on the yeast Saccharomyces cerevisiae, introduced in [3]. Additional applications of re-
description mining were performed by Ramakrishnan and Zaki [40] to create redescriptions
of genes contained in Saccharomyces cerevisiae using information about gene expression,
gene functions (contained within GO ontology) and clusters of time course datasets. They
also used redescriptions to describe genes using physiological indicators and activated path-
ways, modelled gene regulatory network (activations and deactivations of genes are used
as descriptors) and perform cross-taxonomic and cross-genomic comparisons (the goal is



2.5. Data Mining Fields Related to Redescription Mining 15

to related genes described by functional anotations obtained from two different ontolog-
ical contexts). Gallo et al. [12] used three different datasets Courses, Web, and DBLP
to evaluate their redescription mining algorithms. Courses data contains students’ course
enrolment data of CS students at the University of Helsinki. The web data contains in-
formation about web pages of computer science departments of United States universities
(terms occurring on web pages and terms occurring on hyperlinks pointing to the web
pages). The DBLP dataset contains information about co-authorships and information
about the conferences on which these authors published papers. All previously mentioned
applications were performed on data sets containing only Boolean attributes.

The DBLP data set is also used by Galbrun [9] to evaluate the performance of the
ReReMi algorithm. Evaluation of this algorithm with numerical attributes was performed
on the dataset containing numerical attributes describing bioclimatic envelopes (the bio-
climatic conditions required for a species to survive)—called Bio. This data set contains
the information about the habitats of different mammalian species on different locations
across Europe and the information about the corresponding weather conditions. Relating
these information and finding bioclimatic envelopes (also called niches) can help predict
the impact of global warming (see [9], [41]). Galbrun and Miettinen [42] use redescription
mining to analyse political opinions. More specifically, they related the socio-economical
background of voters with their political stance.

2.5 Data Mining Fields Related to Redescription Mining

Redescription mining is related to several other fields of data mining. The most obvious re-
lation exist with association rule mining [28]–[30], two-view data association discovery [43],
clustering [44]–[48] and its special form conceptual clustering [49], [50]. Subgroup discovery
[51]–[54], emerging patterns [53], [55], contrast set mining [53], [56] and exceptional model
mining [57] share the goal of finding descriptive rules describing entities, but additionally
use information about target class in rule construction to discover mutually different types
of patterns. The relationship, based on the type of task, between aforementioned fields
can be seen in Figure 2.5.

Supervised tasks, such as single-label or multi-label classification, have different goals
from redescription mining (to accurately predict target variables using descriptive vari-
ables). However, these tasks can be used as a redescription mining problem in which
target variables are used as a separate descriptive view. Such procedure may increase the
understanding of different target variables and their connection to different descriptors.

Association rule mining [28]–[30] finds pairs of queries (in a form of one-directional asso-
ciations) describing sets of entities and revealing associations between different attributes
used in these queries. As opposed to association rule mining that finds one-directional
associations, associations discovered by redescription mining are bi-directional. The goal
of two-view data association discovery [43] is to find a small, non-redundant set of associ-
ations that explain the relationship between two views. To achieve its goals, it produces
both uni-directional and bi-directional associations.

Clustering discovers groups of similar instances with respect to a set of attributes.
However, these groups do not necessarily have straightforward descriptions which are un-
derstandable to the user. A step towards resolving this problem is made through conceptual
clustering [49], [50]. Algorithms from this data mining task find clusters and concepts that
describe them. Redescription mining discovers clusters that are described by at least two
different concepts. Clustering can also be used on data containing multiple views through
multi-view [58], [59] and multi-layer clustering [4] to find groups of entities that are strongly
connected across multiple views. The goal of obtaining groups that have similar properties



16 Chapter 2. Background

Supervised tasks 

 

Unsupervised tasks 

 - Classification 

- Subgroup Discovery 

- Emerging Patterns 

- Contrast set mining 

- Exceptional model                                                                           

mining 

- Predictive Clustering 

- Clustering 

      Finding attribute associations 

 

  One directional 

    Bi directional 

- Association rule mining 

  

Redescription                       
mining 

 Two-View data 
Association  

discovery 

Figure 2.5: Relation between redescription mining and other related tasks.

across multiple-views is common both to multi-view clustering and redescription mining.
However, redescription mining searches for such groups that can be accurately described
using a predefined query language. This may result in differences in produced groups. For
instance, strict query language may cause different clusters to be segmented in various
strongly connected sub-clusters.

Subgroup discovery [51], [52] finds queries describing groups of instances having unusual
and interesting statistical properties with respect to the target variable, which are often
unavailable in purely descriptive tasks. Exceptional model mining [57] extends subgroup
discovery to more complex target concepts. It searches for subgroups such that a model
trained on this subgroup is exceptional based on some property.

Emerging Pattern Mining [55] searches for patterns with some discriminative properties
(whose support siginficantly changes from one class or dataset to another), while Contrast
Set Mining [56] identifies monotone conjunctive queries that best discriminate between
instances containing one target class from all other instances.

Redescription mining does not explicitly use information about target variables, how-
ever they may be used as additional view, which would allow finding bi-directional associ-
ations between different subsets of attributes and target variables.

2.6 Multi-view approaches related to redescription mining

In this section we explain similarities and general differences between redescription mining
algorithms and algorithms for solving different multi-view learning and multi-view kernel
tasks.

Multi-view learning [60] is a broad field containing multiple different tasks such as:
multi-view dimensionality reduction, multi-view semi-supervised learning, multi-view super-
vised learning, multi-view active learning, multi-view ensemble learning, multi-view cluster-
ing etc.

The main similarity shared between algorithms solving aforementioned tasks and re-
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description mining algorithms is that they are able to use multiple views to improve the
accuracy or confidence in the obtained result. The main difference between redescription
mining algorithms and other algorithms for multi-view or multi-kernel learning is that re-
description mining aims to find groups that can be re-described using one or more disjoint
views using a predefined query language. Other aforementioned tasks do not share this
goal but have various different objectives.

Multi-view supervised and semi-supervised learning methods use multiple views to
improve the predictive power of underlying models. A slight similarity exists between
algorithms for multi-view semi-supervised learning [60] that follow a scheme called co-
training and tree-based redescription mining algorithms. Semi-supervised algorithms with
co-training use predictions produced by a model on one view (for the top highly confident
entities) to enhance the training (by enlarging the training set) of the model on a view
where target labels for these entities are missing. When training tree-based models in
redescription mining algorithms, information about the model created on one view is used
to guide the construction of a model on the other view.

Multi-view clustering approaches [58], [59] require grouping the same subset of entities
in each view, which is also the goal of redescription mining. Depending on the type of
clustering, this is achieved in different ways: common eigenvector matrix, using Laplacian
eignevector produced in one view to cluster samples and use this clustering to modify
Laplacian on other view, co-regularization, common coefficient matrix and common indi-
cator matrix. However, these approaches do not offer descriptions or re-descriptions of
obtained clusters.

Multi-layer clustering approach [4] uses rules to create clusters shared by multiple-views.
However, this approach does not produce descriptions of produced clusters, although it can
provide information about most important features associated with a particular cluster.

Multi-view dimensionality reduction methods aim to reduce the dimensionality of data
taking into account information about available views. Redescription mining can poten-
tially be used to achieve similar goals, however to our knowledge no such attempt has been
made so far.

Redescription mining can be performed in a setting similar to active learning. This
setting is called interactive redescription mining. The user selects the most interesting
redescription with possibility of further expansions and more detailed analyses. With the
extensions proposed in this thesis (see Contribution 2 [20]) it is possible to use ensembles
of redescription mining algorithms to create redescriptions. As in multi-view ensemble
learning, it is expected that larger diversity of algorithms contained within ensemble should
produce sets of superior properties.

Multi-view kernel methods [61] extend different kernel-based methods (such as SVM,
SVR) to allow learning from multiple views. These techniques have the largest connection
to tree-based redescription mining algorithms in a sense that a model for each view is
learned. Though techniques to combine these models and the overall goals differ signifi-
cantly. Redescription mining is a descriptive task whereas multi-view kernel methods aim
at predicting some target concept using multiple views.
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Chapter 3

Redescription Evaluation Measures

In this chapter, we first explain some related quality measures designed in several fields re-
lated to redescription mining, then we define and explain different redescription evaluation
measures grouped by their type.

3.1 Rule Evaluation Measures

Fields related to redescription mining, such as rule mining, subgroup discovery, association
mining etc., use different measures to evaluate the quality of discovered patterns. Some of
these measures can be adopted to be used to evaluate redescriptions. Because of this, we
shortly summarize the main rule evaluation measures used in the data mining fields related
to redescription mining, described in Section 2.5, and motivate our choice for introducing
redescription redundancy and complexity measures into the redescription mining process.

3.1.1 Rule learning

Depending on the type of supervised task (classification or regression), rule sets are eval-
uated by computing classification error, Relative root mean squared error, Pearson’s Cor-
relation coefficient and Complexity [37]. A more detailed overview can be found in [62].
Many other classification, regression and correlation measures can be used to assess the
quality of a produced rule set in the presence of a target variable [63]. The most commonly
used measures include accuracy, precision, recall, the true positive rate (TPR), the false
positive rate (FPR), the F -measure, the area under the ROC curve (AUC) and the area
under the precision-recall curve (AUPRC).

Since redescription mining is an unsupervised task, measures that inherently use in-
formation about the target label, such as classification error, relative root mean squared
error, AUC etc. are not used to evaluate redescriptions or redescription sets.

In the field of rule learning, some of the important individual rule evaluation measures
that do not use information about target labels are dispersion, coverage, distance to existing
rules and prototype dissimilarity [37].

The prototype vector of a set of entities A for an attribute aj is defined as ~pA(aj) =
( n1
|A| ,

n2
|A| , . . . ,

nL
|A|), where L denotes the number of possible different values of attribute

aj , and nk the number of entities with attribute value lk. If A = {es} and aj(es) = lp,
then nj = 0, j 6= p, np = 1 and |A| = 1. In case of numerical attributes, mean of vectors
contained in a set can be used as a prototype vector.

The dispersion (also known as variability) measures the variation of values of entities
contained in the support set of a given rule for attributes constructing the rule. The
attributes can be weighted, which allows for expressing the importance of a particular
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subset of attributes. If we use an arbitrary vector distance measure d, the dispersion is
defined as: disp(A, aj) = 1

2|A|
L
L−1

∑|A|
i=1 d(pei , pA). In case of numerical variables, variance

can be used as a dispersion measure. Similar distribution value analysis of individual
redescriptions is available in our redescription exploration framework [21].

The coverage measures the fraction of entities described by a rule. Thus, cov(r, E) =
|supp(r)|
|E| , where r denotes a rule and E a dataset containing |E| entities. Entities can

be weighted to express the importance of a given subset of entities. In this setting, rule
coverage is defined as cov(r, E, ~w) =

∑
ei∈supp(r) wi∑

ei∈E wi
. Similar measure, modified to assess

unique redescription coverage is used in our redescription mining algorithm [18].
The distance to existing rules is defined as the average distance to each rule contained in

some rule set R′. The pairwise rule distance is defined as d(rj , rk) = 1
|E|
∑|E|

i=1 d1(rj , rk, ei),
where:

d1(rj , rk, ei) =





0, ei ∈ supp(rj) ∩ supp(rk)
0, ei /∈ supp(rj) ∪ supp(rk)
1, otherwise

The alternative way of assessing the rule dissimilarity is by computing the Jaccard sim-
ilarity coefficient between the support sets of two different rules (J(supp(rj), supp(rk))).
We use Jaccard index as a similarity measure in redescription mining (see Section 3.4).

The prototype dissimilarity measures the difference between a prototype vector of a set
of entities contained in a support set of a given rule and a prototype vector obtained on
all entities from the dataset [37] based on values of all attributes contained within a rule.
It is used to produce rules with different prototypes from a default prototype (obtained on
all entities) which increases the amount of information contained within a rule set.

The model complexity is defined as the number of rules in the produced rule set,
comp1(R) = |R| but can also be defined as the sum of individual complexity of each
rule (number of attributes—tests contained in the rules from the rule set R) comp2(R) =∑

ri∈R |attr(ri)|.
Measures of redescription and redescription set complexity have an important role in

redescription set construction (see Section 3.5).
A set of evaluation measures has been presented in [64] designed to evaluate rules of a

form r = B → H, where H denotes a set of instances for which the head of a rule is true
and B denotes the set of instances for which the body of a rule is true. Complements of
this set are denoted H = E \H and B = E \B.

This general rule form occurs in predictive rules (classification/regression), subgroup
discovery, some cases of exceptional model mining, contrast set mining (where one or more
target variables form the head of a rule) and the unsupervised task of association rule
mining (where the rule consequent has a role of the head of a rule). These evaluation
measures are based on sample relative frequencies which are interpreted as probabilities.
Similar measures might also be applicable for redescription mining.

Measures defined in [64] rely on the computation of the contingency table (see Table
3.1). For instance, the accuracy of a rule is defined as acc(r) = p(H|B), the negative
reliability as negrel(r) = p(H|B), the sensitivity as sens(r) = p(B|H), the specificity
as spec(r) = p(B|H), the coverage as cov(r) = p(B), the support as sr(r) = |supp(r)|

|E| =

p(H ∩ B), the novelty as nov(r) = p(H ∩ B) − p(H) · p(B) etc. For the complete list of
such rule evaluation measures see [64].
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Table 3.1: A contingency table for the rule r = B → H.

B B

H |H ∩B| |H ∩B| |H|
H |H ∩B| |H ∩B| |H|

|B| |B| |E|

3.1.2 Subgroup discovery

Rules in subgroup discovery have a form r = B → Class, thus they are a special case of
rules B → H defined in the previous section. In subgroup discovery, the body of a rule is
called a condition. All measures, defined in the previous section, for B → H type of rules
can be applied and used to evaluate rules obtained by subgroup discovery algorithms.

Measures for rule complexity, coverage and support are also used in subgroup discovery.
The coverage of a rule set is defined as cov(R) = 1

|R|
∑

ri∈R cov(ri) [65]. Similarly, the sup-

port of a rule set is defined as sSD(R) = |supp(R)|
|E| = 1

|E|
∑

Classj
|Classj ∩ (∪Bi→ClassjBi)|.

The rule set support measures the fraction of correctly classified entities from the dataset
by at least one rule. Similarly, the redescription set coverage measures the fraction of
entities described by at least one redescription (see Section 3.6). The size of a rule set is
defined as the comp1 (R) = |R|. Many other subgroup discovery rule evaluation measures
can be found in [65].

Abudawood and Flach [66] present three additional subgroup discovery rule evaluation
measures: the mutual information, the Chi-Squared and the Gini split. The Chi-Squared
test can be applied to compute the statistical dependence between the rule and the discov-
ered target variable. Computation of theoretical statistical significance of redescriptions
is based on similar principles (dependence or independence of redescription queries) but
is computed from Binomial or Hypergeometric distribution (see [9] and Section 3.3). De-
scription of several subgroup discovery rule evaluation measures, such as area under the
ROC curve, the weighted relative accuracy, can be found in [65].

3.1.3 Exceptional model mining

Exceptional model mining extends the goals of subgroup discovery to different types of
models and target concepts. The methodology can be applied to correlation, regression
and classification models [57]. Thus, the rules can have a general descriptive form r = B
or a form r = B → H, depending on the type of model addressed in the task.

For correlation models, three different rule evaluation measures are used. The differ-
ence of correlation crd(r) = |corr(B) − corr(B)|, where corr(B) denotes (some) cor-
relation coefficient computed for a pair of attributes on entities contained in the set
B and the complement B. The entropy weighted difference of correlation wcrd(r) =
H(p) · |corr(B)− corr(B)| uses entropy H(p) of a split between sets B and B to weigh the
difference between correlation scores of selected attributes in B and B. The significance
of correlation difference is computed by applying the Fisher’s z-transform and computing
the p-value from the Normal distribution (for more information see [57]). The final score
is computed as 1− p. These scores can also be used to evaluate redescriptions.

In the case of regression models, one can use the significance of slope difference to
asses the difference between a regression model fitted to a group B and a regression model
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fitted to a group B. The significance of the test statistics can be approximated by the t
distribution (see [57], [67]). The final score is computed as 1− p.

Several measures can be used to assess the performance of classification models on a se-
lected subgroup of entities. The BDeu score measures the predictability of a given subgroup
while the Hellinger distance measures the distance between two probability distributions.
It can be used to assess the distance between the probability estimate of predicting the
given category of a target variable for a set of entities contained within a subgroup and
the estimated probability of predicting the same category for entities not contained in the
chosen subgroup.

3.1.4 Contrast set mining

A contrast set [53], [56], [68], [69] is a rule of a form r = c
(1)
a1 ∧ · · · ∧ c(k)ak , where c(i) denotes

conditions on attributes ai contained in the set of attributes A. The rule can be defined
on a set of groups G1, G2, . . . , Gn, where Gi ∩ Gj = ∅, ∀i, j. The main goal of Contrast
Set Mining is to find all contrast sets with very different supports on different groups Gi.
The support of a contrast set r for a group G is defined as the fraction of entities from G
that are covered by contrast set r, sCS(r,G) =

|supp(r)∩G|
|G| .

Two main measures are used in Contrast Set Mining: the difference of support and
the difference of probability. The difference of support is defined as suppdiff(r,Gi, Gj) =
maxi,j |suppCS(r,Gi) − suppCS(r,Gj)| > δ, where δ represents a user-defined parameter
called the minimum support difference. For two disjoint groups Gi, Gj , the Contrast Set
Mining algorithms search for pairs of subgroups that have different probabilities p(r|Gi)
and p(r|Gj).

3.1.5 Association rule mining

Rules in association rule mining [28] are of a form r = X → Y , where X ⊆ A and
Y ⊆ A. In contrast to the rules presented in the previous sections, association rules
discover implication relation between two sets of descriptive attributes. Many different
association rule measures exist in the literature. A detailed survey is presented in [70].

Widely used objective measures in association rule mining include the support, the
(relative) confidence, the lift, the conviction, the leverage, the improvement, the multiplica-
tive improvement, the validity, the bi-lift, the bi-improvement and the bi-confidence [71],
[72]. The majority of these measures can also be applied in redescription mining. For a
redescription R = (q1, q2), the association rule measures can be applied to two implication
rules q1 → q2 and q2 → q1, while some measures such as confidence and lift can be applied
directly to evaluate redescriptions.

Below, we provide definitions of some important association rule mining measures:

The support : sAR(r) =
|supp(r)|
|E| = |supp(X)∩supp(Y )|

|E| .

The confidence: conf(r) = |supp(X)∩supp(Y )|
|supp(X)| .

The relative confidence: rconf(r) = |supp(X)∩supp(Y )|
|supp(X)| − |supp(Y )|

|E| .

The lift : lift(r) = |E|·|supp(X)∩supp(Y )|
|supp(X)|·|supp(Y )| .

The conviction: conv(r) = |supp(X)|·|supp(Y )|
|E|·|supp(X)∩supp(Y )| .

The leverage: lev(r) = |supp(X)∩supp(Y )|
|E| − |supp(X)|·|supp(Y )|

|E|2 .
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Definitions of the extended set of measures can be found in [71], [72].
The subjective measures for association rule evaluation include subjective factors that

are dependent on the application field. These measures are not in the focus of this thesis,
thus we refer the interested readers to a survey [71].

3.2 Redescription Accuracy

Redescription accuracy is measured as a similarity of support sets of its constituting queries.
As stated in [9], many different measures, such as matching number, matching ratio, Russel
& Rao coefficient, Jaccard index, Dice coefficient, Rogers & Tanimoto coefficient can be
used to compute similarities between queries (see pp. 34,35 in [9]).

3.2.1 Measuring redescription accuracy with Jaccard index

The similarity of redescription queries is typically computed using the Jaccard index. The
main reason for this is that the definition of Jaccard index treats sets symmetrically, which
is a preferable property for redescription evaluation measures. The Jaccard index has been
used before in different rule learning and mining fields, most notably in association rule
mining [70].

Definition 3.1. For a redescription R = (q1, q2), the Jaccard index (Jaccard similarity
coefficient) is defined as:

J(R) =
|supp(q1) ∩ supp(q2))|
|supp(q1) ∪ supp(q2)|

The Jaccard index equally penalizes entities described by either query that are not
described by the other, and emphasises the importance of entities described by both queries.
Some measures also take into account the entities that are not described by either query,
however this set is of little interest in redescription mining, since we evaluate a redescription
of a given set of entities.

3.2.2 Measuring redescription accuracy with Jaccard index in the pres-
ence of missing data

Evaluating redescription accuracy is much harder if the underlying data contains missing
values. The main reason is that, in some cases, it is not possible to determine if some
entities are described by a query or not. For a redescription R = (q1, q2), we use the
notation from [9] to denote E1,1—a set of entities described by both queries, E1,0—a set
of entities described by the first query but not described by the second query, E0,1—a set
of entities described by the second query but not described by the first query, E0,0—a set
of entities that are not described by either query, E?,1—a set of entities for which it is not
possible to determine if they are described by the first query due to missing values and
described by the second query, E1,?—a set of entities described by the first query but for
which it is not possible to determine if they are described by the second query. A set E?,?

contains entities for which it is not possible to determine if they are described by either
query due to missing values.

Depending on the way in which we treat the missing values, several versions of the
Jaccard index can be defined:

• Rejective Jaccard index : Jrej(q1, q2) =
|E1,1|

|E1,1|+|E1,0|+|E0,1| , thus we completely ignore
the missing values. This measure gives relatively accurate estimates if there is a very
small amount of missing values in the data.
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• Optimistic Jaccard index : Jopt(q1, q2) =
|E1,1|+|E?,1|+|E1,?|+|E?,?|

|E1,1|+|E?,1|+|E1,?|+|E?,?|+|E0,1|+|E1,0| . The op-
timistic Jaccard index considers all entities, for which the membership to a query
support set can not be determined due to missing values, to be contained in the
redescription support set.

• Pessimistic Jaccard index : The pessimistic Jaccard index considers all entities, for
which the membership to a query support set can not be determined due to miss-
ing values, not to be contained in the redescription support set. Jpess(q1, q2) =

|E1,1|
|E1,1|+|E?,1|+|E1,?|+|E?,0|+|E0,?|+|E?,?|+|E0,1|+|E1,0| .

• Query non-missing Jaccard index : Jqnm(q1, q2) =
|E1,1|

|E1,1|+|E?,1|+|E1,?|+|E0,1|+|E1,0| . The
main motivation for this measure came from earlier work on rule learning and asso-
ciation rule mining, where the support set of a rule does not contain entities that
can-not be evaluated due to missing values (a study considering missing values in
association rule mining can be seen in [73]). This led to the development of a novel
measure which, unlike the rejective Jaccard index, takes into account the distribu-
tion of missing values. The newly defined measure evaluates as positive only those
entities that are described by both redescription queries, as opposed to the optimistic
Jaccard index that expands the redescription support set with entities for which this
is not certain. It obviously holds that Jpess(q1, q2) ≤ Jqnm(q,q2) ≤ Jrej(q1, q2). By
analytically computing Jopt − Jqnm, we see that:

Jopt − Jqnm =
(|E?,1|+ |E1,?|) · (|E1,1|+ |E0,1|+ |E1,?|+ |E?,1|+ |E1,0|)

y

where y = (|E1,1|+ |E?,1|+ |E1,?|+ |E?,?|+ |E0,1|+ |E1,0|) · (|E1,1|+ |E?,1|+ |E1,?|+
|E0,1|+ |E1,0|). Thus, Jqnm ≤ Jopt.

The first three Jaccard index variants were presented in [13]. The fourth measure is an
original contribution presented in [19].

From the analysis presented for the query non-missing Jaccard index, several very im-
portant properties of the measure can be computed. The first property is lim|E1,1|→∞(Jopt−
Jqnm) = 0. From (Jqnm − Jpess) = (|E1,1|)·(|E0,?|+|E?,0|+|E?,?|)

y1
, where y1 = (|E1,1|+ |E?,1|+

|E1,?|+ |E?,?|+ |E0,1|+ |E1,0|+ |E?,0|+ |E0,?|) · (|E1,1|+ |E?,1|+ |E1,?|+ |E0,1|+ |E1,0|), it
follows that lim|E1,1|→∞(Jqnm − Jpess) = 0, thus the measure has very close values to the
pessimistic and optimistic Jaccard index when the number of correctly described entities is
much larger than the number of entities that can- not be evaluated due to missing values
or being described by only one query.

It is also interesting to note that lim|E?,?|→∞(Jopt − Jqnm) = 1
|E1,1| , thus the measure

will be much more conservative than the optimistic Jaccard index, though the difference
diminishes with the size of redescription support set. Similarly lim|E?,?|→∞(Jqnm−Jpess) =

|E1,1|
|E1,1|+|E?,1|+|E1,?|+|E0,1|+|E1,0| . In the presence of a high number of missing data, the dif-
ference between the query non-missing and pessimistic Jaccard index will be large if re-
descriptions contain larger support sets. However, it will be very small if the size of a set of
entities described by at least one query or containing missing values for at least one query
dominates the size of a redescription support set.

If a high number of entities exists described by one query which can-not be evaluated by
the other due to missing values, the following holds: lim|E?,1|→∞(Jopt−Jqnm) = 1, thus the
query non-missing Jaccard index strongly differs from optimistic Jaccard on such redescrip-
tions. Similarly, lim|E?,1|→∞(Jqnm − Jpess) = 0. In the case where the number of entities
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contained in the sets E0,? and E?,0 is very large, the increase in size of such sets does not
affect the difference between pessimistic and query non-missing Jaccard index, since both
measures consider that those entities are not a part of the redescription support set (simi-
lar as the E0,0 set). However, lim|E?,0|→∞(Jqnm−Jpess) = |E1,1|

|E1,1|+|E?,1|+|E1,?|+|E0,1|+|E1,0| , as
when |E?,?| → ∞.

These results reflect the intuition that highly accurate redescriptions whose support
set size dominates the number of entities, whose membership in the redescription support
set can not be determined, due to missing values in one or both queries most probably
describe some specific properties of the entities. In such cases, it is more probable that the
entities from the set E0,? and E?,0 truly belong to the set E0,0 and the entities contained
in the set E?,? would be correctly assigned to E0,0 or E1,1 depending on the real values for
the needed attributes. Thus in such cases, the query non-missing measure is designed to
behave more like the optimistic than the pessimistic Jaccard index. On the other hand, if
the observed redescription contains a large number of entities that are described by only
one query but not the other (possibly due to missing values), then the measure behaves as
the pessimistic Jaccard index.

The redescription variability index, defined in [20], is defined as variability(R) =
Jopt(R) − Jpess(R). Using this measure allows finding redescriptions whose accuracy is
unaffected by the missing values present in the data. This measure can be used when it is
important to analyse highly accurate redescriptions that are unaffected by missing values,
thus it is expected for them to remain accurate even when new information is incorporated
into the data (i.e some missing values are replaced by newly obtained data).

3.3 Statistical Significance of Redescriptions

Since it is relatively easy to obtain redescriptions with large support, for which it is highly
probable to have a very high overlap of their queries, additional redescription evaluation
measures are required. Thus, it is preferred to have redescriptions that reveal some more
specific knowledge about the studied problem that is harder to obtain by random sam-
pling from the underlying data distribution. This property is measured by the statistical
significance (p-value) for each obtained redescription.

As described in [9], there are two ways to theoretically measure the statistical signifi-
cance of a redescription:

• Estimate the probability of obtaining a pattern of a given size or larger if two inde-
pendent queries with the same marginal probabilities, as observed, are combined into
a redescription. The p-value in this case is computed from the binomial distribution
as:

p(q1, q2) =

|E|∑

n=|o|

(|E|
n

)
(p1 · p2)n · (1− p1 · p2)|E|−n

where the marginal probability of a query q1 is denoted as p1 = |supp(q1)|
|E| and a

marginal probability of a query q2 is denoted as p2 =
|supp(q2)|
|E| . The set of entities in

the intersection of the queries is denoted as o = supp(q1) ∩ supp(q2).

• Compute the probability that two randomly chosen sets of cardinalities |supp(q1)|
and |supp(q2)| have an overlap of cardinality |o| or larger. The p-value is computed
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from the hypergeometric distribution as:

p(q1, q2) =

|E|∑

n=|o|

(|supp(q1)|
n

)(|E|−|supp(q1)|
|supp(q2)|−n

)
( |E|
|supp(q2)|

)

Both estimates are optimistic when the assumption that all entities can be sampled
with equal probability does not hold (which is often the case in practice).

We used the first definition of statistical significance throughout this thesis.

3.4 Redescription Redundancy

We have defined (presented in [19]) two redescription quality measures based on properties
of a redescription set that contains them. These measures provide information about the
level of redundancy of a given redescription, with respect to the described entities and
attributes used in redescription queries, compared to other redescriptions contained in
the given redescription set. The measure providing information about the redundancy of
entities contained in the redescription support is called the average redescription entity
Jaccard index and is defined as:

AEJ(Ri) =
1

|R| − 1
·
|R|∑

j=1

J(supp(Ri), supp(Rj)), i 6= j

Analogously, the measure providing information about the redundancy of attributes con-
tained in redescription queries, called the average redescription attribute Jaccard index, is
defined as:

AAJ(Ri) =
1

|R| − 1
·
|R|∑

j=1

J(attrs(Ri), attrs(Rj)), i 6= j

The measures for average entity/attribute redundancy of a redescription set R are defined
as:

AEJ(R) = 1

|R| ·
|R|∑

j=1

AEJ(Rj)

AAJ(R) = 1

|R| ·
|R|∑

j=1

AAJ(Rj)

These measures can be used to select redescriptions describing subsets of entities that
are (not) described often by other redescriptions from the redescription set as demon-
strated in [21]. A slightly modified version of these measures is used in [20] to allow select-
ing non-redundant redescriptions in the process of redescription set construction. For a
redescription Ri ∈ R\Rred we compute: scoreelemSim(Ri) = maxj J(supp(Ri), supp(Rj)),
j = 1, . . . , |Rred| and scoreattrSim(R) = maxj J(attrs(Ri), attrs(Rj)), j = 1, . . . , |Rred|.
Related measures, using entity/attribute frequencies instead of support set/attribute set
overlap, are used in [18], [19] to select redescriptions with diverse redescription supports
and attributes used in redescription queries. These measures, motivated by the work
from subgroup discovery [65], [74], are defined as: redScoreEl(R) =

∑
e∈supp(R)(elFreq[e]−1)∑

e∈E(elFreq[e]) ,

redScoreAt(R) =
∑

a∈attr(R)(attrFreq[a]−1)∑
a∈A(attrFreq[a])

, for R ∈ R. They are defined similarly for R /∈ R:

redScoreEl(R) =
∑

e∈supp(R)(elFreq[e])∑
e∈E(elFreq[e]) , redScoreAt(R) =

∑
a∈attr(R)(attrFreq[a])∑

a∈A(attrFreq[a])
.
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The main difference between the two presented approaches for measuring redundancy
is that the first approach measures the difference of described subsets of entities/attributes
used in redescription queries. Exploration of different parts of entity/attribute space is en-
forced by observing the distance from the redescription describing the most similar set of
entities and containing the most similar set of attributes in its queries. On the other hand,
the second measure aims to distribute redescriptions equally across the entity/attribute
space (find redescriptions that describe different parts of entity space using diverse at-
tributes). This is achieved by computing frequencies of entity occurrence in redescription
support sets, of redescriptions currently contained within a redescription set and frequen-
cies of attribute occurrence in redescription queries of these redescriptions. These measures
consider redescriptions that describe entities/attributes with low occurrence frequency to
be preferred (less redundant).

As a result of their properties, the aforementioned measures grade redescription re-
dundancy differently. The first measure (measuring the similarity of redescription support
and attribute sets) considers redescriptions describing similar subsets of entities or con-
taining similar attributes in their queries (even though these entities/attributes may have
a small occurrence frequency) to be more redundant than redescriptions describing very
different subsets of entities or containing different subsets of attributes (which may have
a relatively high occurrence frequency). On the other hand, the second measure considers
redescriptions describing entities or containing attributes with higher frequencies to be
more redundant than redescriptions describing entities with small occurrence frequency
or containing attributes with small occurrence frequency (even though there may exist
some redescription in the redescription set describing a very similar subset of entities or
containing a very similar subset of attributes in its queries).

3.5 Redescription Complexity

We introduced a measure of redescription complexity in [19]. This measure computes the
normalized size of redescription queries based on the number of attributes occurring in its
queries. The normalization factor is a parameter which allows the user to tune the measure
based on their application. If the user considers redescriptions containing a total of n ∈ N
attributes to be highly complex, a general measure of redescription complexity is defined
as:

Rcomp =

{ |attr(R)|
n , |attr(R)| < n

1 , n ≤ |attr(R)|

This basic measure of complexity is defined with the intuition that redescriptions con-
taining shorter queries are generally easier to understand. A more general definition of
Rcomp is:

Rcomp =

{
f(|attr(R)|, n) , |attr(R)| < n

1 , n ≤ |attr(R)|

where f : N × N 7→ R represents a general function evaluating complexity of a given
redescription based on the number of attributes used in redescription queries and number
n which denotes the minimal number of attributes constructing redescription queries, for
which redescriptions are considered highly complex by the user. In such a setting, the

linear function can be replaced with the logarithm (fln =
ln(
|attr(R)|

n
+1)

ln(2) ), the exponential

function (fexp = e
|attr(R)|

n
−1), etc. However, other aspects of redescription queries, such as
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types of logical operators used, also affect the query and redescription complexity and can
be included in this measure.

3.6 Coverage

For a set of redescriptions R, the entity coverage cove(R) is defined as a fraction of entities
contained in the support set of at least one redescription from R.

cove(R) =
|{ei ∈ E, ∃Rj ∈ R, ei ∈ supp(Rj)|

|E|
Analogously, the attribute entity coverage cova(R) is defined as a fraction of attributes

contained in the queries of at least one redescription from R.

cova(R) =
|{ai ∈ A, ∃Rj ∈ R, ai ∈ attrs(Rj)|

|A|
The unique coverage of a redescription R with respect to a set of redescriptions R is

defined as:

covu(R,R) =
|{ei ∈ E, ei ∈ supp(R) ∧ @Rj ∈ R, ei ∈ supp(Rj)}|

|E|
The unique coverage is used in the redescription optimization process (see [18]) to

increase the score of redescriptions describing entities that are not described by any other
redescription from the redescription set R.



29

Chapter 4

Redescription Mining with
Predictive Clustering Trees

In this chapter we motivate the use of Predictive Clustering Trees for redescription mining,
present the CLUS-RM algorithm and explain the main differences and novelties of the
approach compared to the existing redescription mining algorithms based on decision-trees.

4.1 Predictive Clustering Trees

Predictive Clustering Trees (PCTs) [16], [35], [36] combine the ideas from clustering [44]–
[48] and classification/regression decision trees [75] to increase the predictive performance
of the learned model. In essence, PCTs can use the information about the descriptive
attributes, about the target attributes or both to produce different clusters that are used
to make predictions (see Figure 4.1).

Figure 4.1: Various types of object groupings: a) by using only descriptive attributes (as
in unsupervised clustering), b) by using only target attributes (as in classification), c) by
using target and descriptive attributes (capability of the predictive clustering). This Figure
is based on Figure 2.1 from [37] and Figure 2.11 from [36].

Formally, the cluster assignment function has been defined as a function f : E×C→ 2E

such that ∀ei ∈ E, ∀C ∈ C, f(ei, C) ∈ C. For a given clustering space C of a set of entities
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E, the function f assigns each possible entity to a cluster in clustering C.

Definition 4.1 (Predictive Clustering). Given a set of entities E, a distance function
d defined on pairs of entities from E, a prototype function p and a cluster assignment
function f , the task of predictive clustering is to find a clustering C over E that maximizes
Q(C) = −E[d(ei, p(f(ei, C)))2], for ei ∈ E. E denotes the expected value.

The task defined in definition 4.1 can be applied to classification and regression tasks.
Given an entity space E and the prediction space P , a target function π : I 7→ P is a
function mapping entities into their target values. The predictor function predC : E 7→ P
is defined as predC(ei) = π(p(f(ei, C))). Classification is defined as a special case of
predictive clustering where the range of π is nominal and d(ei, ej) = d1(π(ei), π(ej)).

d1(π(ei), π(ej)) =

{
1 , π(ei) = π(ej)

0 , π(ei) 6= π(ej)

Similarly, regression is a special form of predictive clustering where the range of π is
continuous and d(ei, ej) = d2(π(ei), π(ej)). Many regression models minimize the mean
squared prediction error [76].

The PCTs are induced in the standard top-down form [16], [17], [35], [36], already used
for the construction of decision trees [75]. The PCT induction process is presented in Table
4.1. The Algorithm PCT defines the top-down induction of the PCT. The procedure starts
by finding the best test to split the entities from set E. The test is an attribute-value pair
that determines how the data is split into smaller subsets. The procedure first finds the
best split on the entire dataset and then recursively splits these subsets into smaller subsets
until some termination criteria is reached (for example maximum tree depth, maximal
number of entities in the node etc.). The prototype function that is calculated at each leaf
returns the tuple, with the mean values in case of numerical or majority class in case of
nominal target variables, as prediction. The mean (majority) values are calculated using
the training instances that belong to the given leaf Ek ⊆ E.

Table 4.1: The top-down induction algorithm for PCT [17].

Algorithm 4.1: PCT
Input: A dataset E
Output: A Predictive

Clustering tree

(t∗, h∗, P ∗) = BestTest(E);
if t∗ 6= none then

foreach Ei ∈ P ∗ do
tri = PCT (Ei);

end
return node(t∗,∪itri);

else
return
leaf(Prototype(Ek));

end

Algorithm 4.2: BestTest
Input: A dataset E
Output: The best test (t∗), its heuristic score

(h∗) and the partition (P ∗) it induces
on the dataset (E)

(t∗, h∗, P ∗) = (none, 0, ∅);
foreach possible test t do

P = partition induced by t on E;
h = V ar(E)−∑Ei∈P

|Ei|
|E| V ar(Ei);

if h > H∗ ∧ Acceptable(t, P ) then
(t∗, h∗, P ∗) = (t, h, P );

end
end
return (t∗, h∗, P ∗);

The Algorithm BestTest determines the best test (attribute-value) pair for a given sub-
set of the input dataset, or the whole dataset for the first split. The procedure returns the
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best test, the heuristic score of this test and the partition obtained after splitting the input
subset Ek into smaller subsets. The partition is determined by computing the variance
reduction heuristics as defined in the Algorithm BestTest. V ar(E) = 1

|E|
∑

ei∈E d(Li, Li)
2,

where Li denotes the class vector of entity ei and L denotes the mean class vector of a set
of entities E. The procedure can be extended to compute splits for different types of target
attributes such as: single (multiple) target classification and regression, and hierarchical
multi label classification targets [16], [17], [35], [36]. These types of targets are called
structured outputs [17]. In the same work [17], Kocev et al. explore the use of ensemble
models for structured output prediction.

For multi-target regression problems, where Y denotes the set of target variables and
|Y| = T , the splitting heuristics is computed as V ar(E) =

∑T
i=1 V arYi(E). Variances for

each set of target variables are normalized to have equal impact on the final variance score.
Multi-target classification heuristics is computed as V ar(E) =

∑T
i=1GiniYi(E). The sum

of entropies can also be used as a heuristics V ar(E) =
∑T

i=1EntropyYi(E). In case of
hierarchical multi-label classification, the distance function in the variance computation
formula is weighted by the depth of the class in the class hierarchy, thus dh(L1, L2) =√∑|L|

l=1w(cl) · (L1,l − L2,l)2.
In our work [18]–[20], we use the PCTs ability to perform the multi-target regression

and multi-label classification to produce rules, which are used to produce highly accurate,
diverse redescriptions. Using multi-target PCTs allows more effective guided search by
creating one model to find multiple redescriptions using nodes at all levels of the tree.
Further, it has been shown [77] that due to the property of inductive transfer, the multi-
target trees can outperform single-class classification or regression trees.

4.2 Related Tree-Based Redescription Mining Approaches

By their construction, redescription mining approaches can be divided into: a) itemset-
based, b) greedy and c) tree-based redescription mining algorithms.

In this section, we describe the existing tree-based redescription mining approaches
which use decision trees [75] to construct redescriptions. These approaches are method-
ologically related to the CLUS-RM algorithm (presented in Section 4.3).

4.2.1 The CARTwheels algorithm

The first developed approach for redescription mining, CARTwheels [3], works by building
two decision trees of predefined depth in the opposite directions, so that they are joined in
the leaves (see Figure 4.2, center). The algorithm was originally constructed to work with
Boolean attributes. Suppose we have a dataset consisting of two Boolean views W1 with
V1 = {X1, . . . , Xn} and W2 with V2 = {Y1, . . . , Ym} and a set of entities E = {e1, . . . es}.
The CARTwheels algorithm works by constructing multi-class classification trees. In the
initial step, each entity is assigned a class depending on the first attribute, from the selected
Boolean view, with a value true. Suppose that for entity ek, the first such attribute is Xj ,
then this entity is assigned target class Xj in multi-class classification to construct the
decision trees using variables Y . For all consequent trees, entity membership in the leaves
of the opposite tree is used to assign classes for the construction of the next tree. For
instance, to construct the bottom tree depicted in Figure 4.2 (middle), one class is used
for each leaf of the top tree. Thus, classes L1, L2, . . . , L8 correspond to the leaves of the
top tree. Each entity ek ∈ Lj is assigned to class Lj .

The algorithm uses alternations (see Figure 4.2 center and right)—building trees in
alternating fashion (first top tree, then bottom tree, followed by newly constructed top tree
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etc.). In alternations, trees are regrown to better match the opposing tree. The algorithm
performs alternations for a given, predefined number of steps producing redescriptions in
the process. Redescriptions are obtained in each alternation step by examining the paths
corresponding to the same class from the root node of one tree to the root node of the
other tree. Each constructed path represents one redescription.

Figure 4.2: Alternations in the CARTwheels algorithm. The initial tree (left) is built by
using target classes corresponding to the first attribute contained in the opposite view for
which the entity has a value true. Consequent trees use entity membership in the leaves
of the opposite tree as targets for tree construction. Classes to construct the bottom tree
(middle) are constructed from entity memberships in the leaves of the top tree. The next
step is regrowing the top tree to match the bottom tree (right). The process is repeated
for a predefined number of iterations.

CARTwheels is a heuristic algorithm that does not perform exhaustive redescription
search. It is the first algorithm to utilise decision trees to create redescriptions and it
introduced the process of alternations. Its main drawback is that it builds trees of equal
(predefined) size at each alternation step but uses only the leafs of the trees to guide the
search. As all other existing tree-based redescription mining algorithms, the algorithm has
quadratic time complexity with respect to number of entities contained in the dataset but
linear with respect to number of attributes. This is in contrast to greedy approaches that
have linear complexity with respect to number of entities but potentially quadratic with
respect to number of attributes.

4.2.2 The Split trees algorithm

The Split trees algorithm [14], [38] works by alternating decision trees of different (in-
creasing) depth. When both trees reach a predefined maximally allowed depth, they are
matched in their leaves, as in the CARTwheels algorithm.

The construction process in the Split trees algorithm is illustrated in Figure 4.3.
The tree of depth one is built by using attributes from V1. The original implementation,

presented in [14], requires the initialization to be performed on the view containing Boolean
attributes. These Boolean attributes are chosen in turn to construct targets for the initial
decision tree. All entities containing value true for a given attribute are assigned to class
C1 and all other entities to class C2. Nominal attributes can be transformed to a set of
Boolean attributes by creating one Boolean attribute for each categorical value of a nominal
attribute. Numerical attributes can be transformed to a set of Boolean attributes by
applying attribute discretization techniques. Discretization technique used in [14] includes
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Figure 4.3: Iterations in the Split trees algorithm. The algorithm builds decision trees of
different (increasing) depths, at each step until the trees reach a predefined, maximal depth.
Trees of maximal depth are matched in their leaves and used to construct redescriptions.

clustering the selected numerical attribute and using information about entity membership
in the produced clusters to construct a set of Boolean attributes. The version, presented
in the tool Siren [15], works with numerical data but not with missing values.

After the initialization step is performed, the algorithm performs alternations. Each
consecutive tree is built based on classes obtained from entity assignments in the leaves of
the previously constructed trees (arrows in Figure 4.3). Once both trees are built to the
predefined depth, the trees are joined in the leaves and redescriptions are constructed by
computing the paths from the root node of one tree to the root node of the second tree
(Figure 4.3, right).

The Split trees algorithm is a heuristic algorithm that does not perform exhaustive
redescription search. It modifies the alternation process of the CARTwheels algorithm
building trees of increasing depth at each step. This allows iteratively refining the subsets of
entities obtained using attributes from both views, ultimately leading to increased accuracy
of redescriptions. The main drawback of this approach is that parts of the constructed
trees are discarded in alternations.

4.2.3 The Layered trees algorithm

The Layered trees algorithm [14], [38] alternates by constructing trees in a layered fashion.
Initially, trees of depth one are built (Figure 4.4, left). Next, for each leaf of the initial
trees, a tree of depth one is built and appended to the leaves of the initial trees (Figure
4.4, center).
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Figure 4.4: Iterations in the Layered trees algorithm. The algorithm builds decision trees
of depth one for each leaf of the tree constructed in the previous step or the initial step.
The process is repeated until trees reach a predefined, maximal depth. Trees of maximal
depth are matched in their leaves and used to construct redescriptions.

The process continues until the trees reach a predefined maximal depth (Figure 4.4, right).
The target classes are constructed in the same way as in the Split trees algorithm. As in the
Split trees algorithm, redescriptions are constructed by examining the paths corresponding
to the same class from the root node of one tree to the root node of the other.

The Layered trees algorithm is a heuristic algorithm that does not perform exhaustive
redescription search. It modifies the alternation process of the CARTwheels algorithm
building trees of depth one at each alternation step. This allows iteratively refining the
subsets of entities obtained using attributes from both views without discarding any con-
structed nodes. This process ultimately leads to increased accuracy of redescriptions. Since
no nodes are discarded and trees are not re-grown as in Split trees, it may use suboptimal
splits for redescription construction.

4.3 CLUS-RM: Generating Redescriptions Using Predictive
Clustering Trees

The CLUS-RM redescription mining algorithm (presented in [19]) differs from other tree-
based approaches in the type of trees used, initialization procedure and tree construction
in algorithm alternations which results in different properties of produced redescriptions.
It uses multi-target or multi-label predictive clustering trees (PCTs) [17], [35] to create
a cluster hierarchy (where each cluster is described by a rule). These rules constitute
redescription queries which build redescriptions. Produced rules are used as targets in
multi-label classification or multi-target regression setting to find matching queries from
the opposing view. Due to the use of multi-target classification and regression properties of
PCTs, CLUS-RM can utilize information about all nodes in a constructed PCT to create
redescriptions. Because of this and due to the property of inductive transfer [77], it is
capable of producing a high number of diverse, accurate redescriptions. Related target
variables can carry information about each other. The inductive transfer occurs when
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information contained within one target variable, about other target variables, are used to
improve prediction of those target variables.

Generative grammar of the query language of redescriptions generated by the CLUS-
RM algorithm is defined as:

• <literal> → <feature>

• <literal> → ¬ <feature>

• <query> → <literal>

• <query> → ∧ni=1 (<literal>)i, n ∈ N

• <query> → (<query>) ∨ <literal>

• <query> → ¬ (∧ni=1 (<literal>)i), n ∈ N

• <query> → (<query>) ∨ (∧ni=1 (<literal>)i, n ∈ N

It is important to notice that the resulting formulas have a form very close to the Disjunc-
tive Normal Form [78]. Transformation of such queries to the Disjunctive Normal Form in-
cludes transforming every occurrence of sub-formulas of the form ¬ (∧ni=1 (<literal>)i, n ∈
N) to (∨ni=1 ¬(<literal>)i, n ∈ N).

As any other tree-based redescription mining algorithm, CLUS-RM has many parame-
ters, some of which may be hard to assess a-priori. Some of these parameters are maximal
allowed PCT depth, number of iterations and potentially number of restarts (different runs
with new random initialization). These parameters are set based on characteristics of de-
sired output and available computational resources. Currently, CLUS-RM uses disjunction
operator exclusively to combine queries produced by PCTs. The accuracy and number of
redescriptions containing disjunction operator can potentially be increased by using some
query-modification procedure similar to greedy atomic updates.

4.4 CLUS-RM Augmented with Random Forest of Predictive
Clustering Trees

The CLUS-RM algorithm has been extended [18] to include a random forest of PCTs to
create queries used in redescription construction. One PCT model is used to guide the
search (nodes from this tree are used as targets in query construction) while the random
forest of PCTs is applied to the same targets to create additional queries. As a result, the
number of produced redescriptions, their accuracy and diversity increases. Random forest
models have several important parameters, the number of trees in a forest and the size of
a random subspace of attributes to be used for a single tree construction. The size of a
random subspace of attributes is usually set to

√
n or log2(n), where n denotes the number

of attributes.
However, the diversity of used attributes is very important to produce different re-

descriptions. Because of this, we compute the size of the random subspace of attributes
used in the random forest algorithm so that each attribute occurs in at least one subspace
during tree construction with probability p. With the assumption that each attribute con-
tained in a random subspace of size k can be chosen to create a test that splits the entities,
the probability of a given attribute to be chosen in a random subspace equals ps = k

|Wi| , for
a given view Wi. With the assumption of a fixed tree of depth d ∈ N, the possible number
of tests is 2d − 1. The probability that a given attribute does not occur in any test in a
given tree is pno = (1 − k

|Wi|)
(2d−1). Thus, the probability of an attribute occurring in at
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least one test equals paone = 1−((1− k
|Wi|)

(2d−1)). We denote q = 2d−1. From this, we can
compute: 1−paone = (1− k

|Wi|)
q which means 1− q

√
1− p = k

|Wi| . Finally, random subspace
size equals k = |Wi| · (1− q

√
1− p). Notice that for a small number of attributes |Wi| the

size k quickly drops to 0. Because of this, the size of the random subspace is computed
as k = max(d|Wi| · (1 − q

√
1− p)e, dlog2(|Wi|)e). Setting higher probability of attribute

occurrence increases the size of a random subspace used in random forest construction,
effectively increasing the potential for creation of diverse redescriptions.

4.5 Constraint-Based Redescription Mining

Constraint-based redescription mining [11] offers the ability to incorporate expert or do-
main knowledge in a redescription mining process to produce a selected subset of re-
descriptions with some predefined properties. Constraints introduced in [11] allow focus-
ing redescription mining on a subset of entities that must be described by the produced
redescriptions or a subset of attributes that must occur in redescription queries.

We build upon this work to allow constraint-based redescription mining on numerical
and categorical attributes and define several modes of targeted redescription mining. Dif-
ferent modes allow setting constraints of different intensity reflecting the expert’s certainty
in the relevance and importance of the imposed conditions. Our work on constraint-based
redescription mining is presented in [22].

4.6 Techniques for Improving Redescription Quality

As previously mentioned, the CLUS-RM algorithm is capable of producing a high number
of diverse redescriptions. Some of these redescriptions can have large queries containing
redundancies in attributes or lower accuracy than desired or possible.

We have developed two techniques for improving redescription quality: a) conjunc-
tive refinement procedure aimed at increasing redescription accuracy and b) redescription
query size reduction technique aimed at reducing the size of redescription queries without
changing the redescription accuracy.

The conjunctive refinement procedure, introduced in [20] uses two existing redescrip-
tions R1 = (q1,1, q1,2) and R2 = (q2,1, q2,2), such that supp(R1) ⊆ supp(R2) to produce a
new redescription R3 = (q1,1 ∧ q2,1, q1,2 ∧ q2,2), such that supp(R3) = supp(R1). We have
proven that J(R3) ≥ J(R1). A direct side effect of using this procedure is the increase in
the number of attributes in queries of newly produced redescriptions.

The redescription query size reduction procedure [19] aims at reducing the number of
attributes contained in redescription queries without changing the redescription support or
accuracy. Redundancy in attributes can occur as a natural consequence of PCT construc-
tion or during the application of the conjunctive refinement procedure. One step in the
redescription query size reduction is equivalent to solving the set cover problem (SCP) [79],
which is known to be NP-complete in its decision variant. Because of this, the procedure
used is a heuristic method that does not guarantee that the minimal possible number of
attributes, describing some subset of entities, will be found. Any algorithm for solving
a set covering problem [80] can be used to reduce the size of redescription queries in the
setting defined in [19].
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Details of the redescription mining algorithm CLUS-RM and the redescription query min-
imization procedure are described in the following publication (included in this Chapter):

M. Mihelčić, S. Džeroski, N. Lavrač, and T. Šmuc, “Redescription mining with multi-target
predictive clustering trees,” in Proceedings of the 4th International Workshop, New
Frontiers in Mining Complex Patterns, NFMCP 2015, Held in conjunction with ECML-
PKDD 2015, Porto, Portugal, September 7, 2015, Revised Selected Papers, M. Ceci, C.
Loglisci, G. Manco, E. Masciari, and Z. W. Ras, Eds. Cham: Springer International
Publishing, 2016, pp. 125–143.

The author contributions are as follows. Matej Mihelčić constructed and implemented
the CLUS-RM algorithm based on multi-label classification and multi-target regression
PCTs. He also introduced the concept of redescription set optimization by redescrip-
tion exchange, implemented the required methodology, constructed and implemented sev-
eral new redescription evaluation quality measures. He constructed and implemented the
methodology for the redescription query size reduction, computed the computational time
complexity of the algorithm, performed all the experiments and analysed the results. He
wrote the majority of the manuscript and actively participated in writing all manuscript
revisions. Nada Lavrač suggested performing the research in the field of redescription min-
ing. The idea from Sašo Džeroski to use Predictive Clustering Trees to produce descriptive
rules on multi-view data led to the development of the PCT-based redescription mining
algorithm. Tomislav Šmuc initiated the idea of using rules as targets in algorithm alter-
nations and suggested using the currently implemented initialization procedure. Tomislav
Šmuc, Sašo Džeroski and Nada Lavrač participated in writing, proofreading and correcting
the manuscript text.
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Abstract. Redescription mining is a field of knowledge discovery that
aims to find different descriptions of subsets of elements in the data by
using two or more disjoint sets of descriptive attributes. The ability to
find connections between different sets of descriptive attributes and pro-
vide a more comprehensive set of rules makes it very useful in practice.
In this work, we introduce redescription mining algorithm for generating
and iteratively improving a redescription set of user defined size based on
multi-target Predictive Clustering Trees. This approach uses information
about element membership in different generated rules to search for new
redescriptions and is able to produce highly accurate, statistically signifi-
cant redescriptions described by Boolean, nominal or numeric attributes.
As opposed to current tree-based approaches that use multi-class or bi-
nary classification, we explore benefits of using multi target classification
and regression to create redescriptions. The process of iterative redescrip-
tion set improvement is illustrated on the dataset describing 199 world
countries and their trading patterns. The performance of the algorithm
is compared against the state of the art redescription mining algorithms.

Keywords: knowledge discovery, redescription mining, predictive clus-
tering trees, world countries

This is a post-peer-review, pre-copy edit version of an article published
in Post-proceedings of the NFMCP15 workshop. The final authenticated
version is available online at: https://doi.org/10.1007/978-3-319-39315-
5_9.

1 Introduction

Pattern mining [1, 13] aims at discovering descriptive rules learned from data.
Redescription mining [19] shares this goal but tries to find different descriptions
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of patterns by using two or more disjoint sets of descriptive attributes which
are finally presented to the user. It is an unsupervised, descriptive knowledge
discovery task. This analysis allows finding similarities between different ele-
ments and connections between different descriptive attribute sets (views) which
ultimately lead to better understanding of the underlying data. Redescription
mining is highly applicable in biology, economy, pharmacy, ecology and many
other fields, where it is important to understand connections between different
descriptors and to find regularities that are valid for different element subsets.
Redescriptions are represented in the form of rules and the aim is to make these
rules understandable and interpretable.

The field of redescription mining was introduced by Ramakrishnan et al.
[19]. Their paper presents a novel algorithm to mine redescriptions based on
decision trees, called the CARTwheels. The algorithm works by building two
decision trees (one for each view) that are joined in the leaves. Redescriptions
are found by examining the paths from the root node of the first tree to the root
node of the second and the algorithm uses multi class classification to guide the
search between the two views. Other approaches to mine redescriptions include
approach proposed by Zaki and Ramakrishnan [23] which uses a lattice of closed
descriptor sets to find redescriptions. Further, Parida and Ramakrishnan [17]
introduce algorithms for mining exact and approximate redescriptions, Gallo et
al. [10] present the greedy and the MID algorithm based on frequent itemset
mining.

Galbrun and Miettinen [6] present a novel greedy algorithm for mining re-
descriptions. In this work they extend the greedy approach by Gallo et al. [10]
to work on numeric data since all previous approaches worked only on Boolean
data. Redescription mining was extended by Galbrun and Kimming to a rela-
tional [5] and by Galbrun and Miettinen to the interactive setting [8]. Recently,
two novel tree-based algorithms were proposed by Zinchenko [24], which explore
using decision trees in a non-Boolean setting and present different methods of
layer by layer tree construction, which allows making informed splits based on
nodes at each level of the tree.

In this work, we explore creation and iterative improvement of redescrip-
tion sets containing a user defined number of redescriptions. With this goal in
mind, we developed a novel algorithm for mining redescriptions based on multi-
target predictive clustering trees (PCTs) [3, 14]. Our approach uses multi-target
classification or regression to find highly accurate, statistically significant re-
descriptions, which differentiates it from other tree based approaches, especially
the CARTwheels approach. Each node in a tree represents a separate rule that
is used as a target in the construction of a PCT from the opposite view. Using
multi-target PCTs allows us to build one model to find multiple redescriptions
using nodes at all levels of the tree, further it allows to find features that are con-
nected with multiple target features (rules) and finally due to inductive transfer
[18], multi-target trees can outperform single label classification or regression
trees. We have developed a procedure for rule minimization that allows us to
find the smallest subset of attributes that describe a given pattern, thus we have
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the ability to get shorter rules even when using trees of bigger depth size. The
approach is related to multi-view [2] and multilayer [11] clustering, though the
main goal here is to find accurate redescriptions of interesting subsets of data,
while clustering tends to find clusters that are not always easy to interpret.

After introducing the necessary notation (Section 2), we present the algo-
rithm, introduce the procedure for rule minimization and perform the run-time
analysis of redescription mining process (Section 3). We use the algorithm to it-
eratively improve redescription set describing 199 different world countries based
on their trading behaviour [21] and general country information [22] for the year
2012 (Section 4). The main focus is on rules containing only logical conjunction
operators, since these rules are the most interpretable and very easy to under-
stand. In Section 5 we analyse redescription sets mined with one state of the art
redescription mining algorithm, optimize redescription sets of equal size with our
approach, compare these sets by using several criteria and discuss the results.
Finally, we conclude and outline directions for future work in Section 6.

2 Notation and definitions

Redescription mining in general considers redescriptions constructed on a set of
views {W1,W2, . . . ,Wn}, however in this paper we use only two views {W1,W2}.
The corresponding attribute (variable) sets are denoted by V1 and V2. Each view
contains the same set of |E| elements and two different sets of attributes of size
|V1| and |V2|. Value W1(i, j) is the value of element ei for the attribute aj in view
W1. The data D = (V1, V2, E,W1,W2) is a quintuple of the attribute sets, the
element set, and the appropriate view mappings. A query (denoted q) is a logical
formula F , where q1 contains literals from V1. The set of elements described by
a query is called its support. A redescription R = (q1, q2) is defined as a pair of
queries, one for each view in the data. The support of a redescription is the set of
elements supported by both queries that constitute this redescription: supp(R) =
supp(q1) ∩ supp(q2). We use attr(R) to denote the multiset of attributes used
in the redescription R. The accuracy of a redescription R = (q1, q2) is measured
using the Jaccard coefficient (Jaccard similarity index):

JS(R) =
|supp(q1) ∩ supp(q2))|
|supp(q1) ∪ supp(q2)|

The Jaccard coefficient is not the only measure used in the field because it
is possible to obtain redescriptions covering huge element subsets that neces-
sarily have very good overlap of their queries. In this cases it is preferred to
have redescriptions that reveal some more specific knowledge about the stud-
ied problem that is harder to obtain by random sampling from the underlying
data distribution. This is why we compute the statistical significance (p-value)
of each obtained redescription. We denote the marginal probability of a query
q1, q2 with p1 = supp(q1)

|E| and p2 = supp(q2)
|E| respectively. We define the set of

elements in the intersection of the queries with o = supp(q1) ∩ supp(q2). The
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corresponding p-value [9] is defined as

pV (q1, q2) =

|E|∑

n=|o|

(|E|
n

)
(p1 · p2)n · (1− p1 · p2)|E|−n

The p-value tells us if we can dismiss the null hypothesis that assumes that we
obtained a given subset of elements by joining two random rules with marginal
probabilities equal to the fraction of covered elements. If the obtained p-value is
lower than some predefined threshold, called the significance level, then this null
hypothesis should be rejected. This is a somewhat optimistic criterion, since the
assumption that all elements can be sampled with equal probability need not
hold for all datasets.

3 The CLUS-RM algorithm

In this section, we describe the algorithm for mining redescriptions named CLUS-
RM, that at each step improves the redescription set of the size defined by the
user. The algorithm uses multi-target predictive clustering trees (PCTs) [3, 14]
to create a cluster hierarchy that is later transformed into redescriptions. We
start by explaining the pseudo code of the algorithm (Algorithm 1) and then go
into the details of each procedure in the algorithm.

Algorithm 1 The CLUS-RM algorithm
Input: First view data (W1), Second view data (W2), Settings file
Output: A set of redescriptions R
1: procedure CLUS-RM
2: [DW1init, DW2init] ← prepareTargetsForInitialPCT(W1,W2)
3: [PCTW1, PCTW2] ← createSidesInitialPCT(DW1init, DW2init)
4: [RW1, RW2] ← extractRules(PCTW1, PCTW2)
5: initializeArrays(elFreq, attrFreq, redScoreEl, redScoreAt, numEx, numAttr,

numRetRed)
6: while RunInd<maxIter do
7: [TmpRW1, TmpRW2] ← emptyRuleSet()
8: [DW1Targ, DW2Targ] ← prepareTargets(RW2, RW1)
9: [PCTW1, PCTW2] ← createPCT(DW1Targ, DW2Targ)

10: TmpRW1 ← TmpRW1 ∪∗ extractRules(PCTW1)
11: TmpRW2 ← TmpRW2 ∪∗ extractRules(PCTW2)
12: RW1 ← RW1 ∪ TmpRW1

13: RW2 ← RW2 ∪ TmpRW2

14: R← MineRed(RW1, RW2, expansionType,
ConstSet, iteration, opSet, elFreq, attrFreq, redScoreEl, redScoreAt)

15: return R

The algorithm starts by creating initial clusters for both views (line 2 and 3
in Algorithm 1) which is achieved by transforming a non-labeled dataset into a
labeled dataset of positive elements and artificially generated negative elements.
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For each element in the original view, we construct one negative, synthetic el-
ement (see Figure 1) in such a way so that the original correlations among the
attributes are broken. We achieve this by random shuffling of attribute values
between the elements. The procedure allows experimentation with the number
of shuffling steps and the number of attributes that are copied from the original
elements to the artificial element. Complete randomization is achieved when the
number of shuffling steps equals the number of attributes in the dataset and
exactly one attribute value is copied to the artificial element at each step from
a randomly chosen original element. The original elements are assigned a tar-
get label of 1.0, while the artificial elements are assigned a target label of 0.0
(see Table 1). The division between the original and the artificial elements (the
idea previously used in [11]), allows us to construct a cluster hierarchy, simulta-
neously creating descriptions of the original elements. The described procedure
is one possible way to construct the initial clusters; other approaches include
assigning a random target attribute or using clusters computed by some other
clustering algorithm. However, the initialization procedure used in our algorithm
should preserve any strong (specific) connections and correlations that exist in
the original data which are broken by using an approach that assigns random
target labels.

Table 1: Creation of artificial elements for the random initialization procedure.
(a) Original dataset for view 1

Entity W1A1 W1A2 W1A3

E1 1.1 2.5 3.4
E2 1.5 2.2 4.0
E3 5.5 -0.6 -0.2
E4 4.4 -0.2 2.0
E5 3.2 1.7 2.9

(b) Original dataset for view 2

Entity W2A1 W2A2 W2A3

E1 TRUE FALSE FALSE
E2 TRUE TRUE FALSE
E3 FALSE FALSE TRUE
E4 TRUE TRUE TRUE
E5 TRUE FALSE TRUE

(c) Initial dataset for view 1

Entity W1A1 W1A2 W1A3 Target
E1 1.1 2.5 3.4 1.0
E2 1.5 2.2 4.0 1.0
E3 5.5 -0.6 -0.2 1.0
E4 4.4 -0.2 2.0 1.0
E5 3.2 1.7 2.9 1.0
E1’ 4.4 2.5 2.9 0.0
E2’ 3.2 -0.6 4.0 0.0
E3’ 3.2 -0.6 2.9 0.0
E4’ 4.4 -0.2 4.0 0.0
E5’ 5.5 1.7 2.9 0.0

(d) Initial dataset for view 2

Entity W2A1 W2A2 W2A3 Target
E1 TRUE FALSE FALSE 1.0
E2 TRUE TRUE FALSE 1.0
E3 FALSE FALSE TRUE 1.0
E4 TRUE TRUE TRUE 1.0
E5 TRUE FALSE TRUE 1.0
E1’ TRUE FALSE TRUE 0.0
E2’ FALSE FALSE TRUE 0.0
E3’ TRUE TRUE TRUE 0.0
E4’ FALSE TRUE FALSE 0.0
E5’ FALSE FALSE TRUE 0.0

After creating the initial dataset, we build predictive clustering trees on both
views by performing regression on the target label and using other attributes as
descriptive. The decision to use regression trees instead of decision trees is purely
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technical, since it generates more rules because of the additional threshold asso-
ciated with the target variable. These trees are converted to rules that describe
element sets and are necessary for the next step of the algorithm. The rule lists
RW1 and RW2 contain generated rules, and a new rule is added to the list if it
differs from all other rules in a predefined number of attributes or if it describes
a new unique element subset (the ∪∗ operator in Algorithm 1). The iterative
process of the algorithm begins right after rule creation. Here, we create targets
based on the rules obtained in the previous step or in the initialization step.
The Rules obtained by predictive clustering on W1 are used to build targets for
clustering on W2 (denoted W1T1, W1T2), and vice versa. For each element in the
dataset we assign label 1.0 if the element is described by some specific rule, oth-
erwise 0.0 (see Table 2). For example, the attribute W2T1 from dataset for view
1 represents the condition IF W2A1 = TRUE (constructed on dataset for view
2), which describes elements E1, E2, E4, E5. By placing this target attribute in
the view 1 dataset, we guide the PCT construction to create a cluster containing
and describing the same set of elements with descriptive variables of view 1 (a
choice that satisfies this condition is IF W1A3 > 0).

Table 2: Intermediate generation of labels based on discovered rules.
(a) Dataset for view 1

E W1A1 W1A2 W1A3 W2T1 W2T2

E1 1.1 2.5 3.4 1.0 0.0
E2 1.5 2.2 4.0 1.0 0.0
E3 5.5 -0.6 -0.2 0.0 0.0
E4 4.4 -0.2 2.0 1.0 0.0
E5 3.2 1.7 2.9 1.0 1.0

(b) Dataset for view 2

E W2A1 W2A2 W2A3 W1T1 W1T2

E1 TRUE FALSE FALSE 0.0 1.0
E2 TRUE TRUE FALSE 0.0 1.0
E3 FALSE FALSE TRUE 1.0 0.0
E4 TRUE TRUE TRUE 1.0 0.0
E5 TRUE FALSE TRUE 1.0 1.0

Rules obtained in the previous step are combined into redescriptions if they
satisfy a given set of constraints ConstSet. The set of constraints consists of
minimal Jaccard coefficient (minJS), maximum allowed p-value (maxPval) and
minimum and maximum support (minSupp, maxSupp) which have to be sat-
isfied for a redescription to be considered as a candidate for the redescription
set.

3.1 The procedure for creating redescriptions

The algorithm for creating redescriptions from rules (Algorithm 2) joins view 1
rules (or its negation, if allowed by the user) with rules (or its negation) from
view 2 (see Figure 1 and line 2 in Algorithm 2). We distinguish three cases of
creating redescriptions from rules (expansion types):

1. Unguided initial: UInit← (RW1 ×opSet\{∨}
ConstSet RW2)

2. Unguided: U ← (RW1newRuleIt
×opSet\{∨}

ConstSet RW2newRuleIt
)

3. Guided: G← (RW1newRuleIt
×opSet\{∨}

ConstSet RW2oldRuleIt
)∪

(RW1oldRuleIt
×opSet\{∨}

ConstSet RW2newRuleIt
)

4.7. RELATED PUBLICATIONS 43



Redescription mining with multi-target PCT 7

The ×opSet
ConstSet operator denotes a Cartesian product of two sets, allowing the use

of logical operators from opSet and leaving only those redescriptions that satisfy
a given set of constraints ConstSet. The unguided expansion allows obtaining
redescriptions with more diverse subsets of elements that can later be improved
through the iteration process.

Fig. 1: Illustration of rule, redescription construction and iterations

The algorithm finds first numRed redescriptions and then iteratively enriches
this set by exchanging the redescription with the worst comparative score with
the newly created redescription (lines 3-14 in Algorithm 2). The algorithm uses
4 arrays (elFreq, attrFreq, redScoreEl, redScoreAt) to incrementally add and
improve redescriptions in the redescription set. The element/attribute frequency
arrays contain the number of times each element/attribute from the dataset oc-
curs in redescriptions from a redescription set. Redescription scores are com-
puted as redScoreEl(R) =

∑
e∈supp(R)(elFreq[e] − 1), and redScoreAt(R) =∑

a∈attr(R)(attrFreq[a] − 1). The score of a new redescription is computed in
the same way by using existing frequencies from the set. If the algorithm finds a
redescription R′ such that Ri = argmaxR∈R| R.pval≥R′.pvalscore(R

′, R), where
score(R′, R) = ( (1.0−R′.elSc+1.0−R′.atrSc+R′.JS

3 − (1.0−R.elSc+1.0−R.attrSc+R.JS)
3 ),

all arrays are updated so that the frequencies of elements described by Ri and
attributes contained in it’s queries are decreased by one, while the frequencies
of elements and attributes associated with R′ are increased. This score favours
redescriptions that describe elements with low frequency by using non frequent
attributes. At the same time it finds as accurate and significant redescriptions
as possible.
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Algorithm 2 MineRed
Input: RW1, RW2, expansion type, ConstSet, iteration number, opSet, elFreq, attr-

Freq, redScoreEl, redScoreAt
Output: A set of redescriptions R
1: procedure MineRed
2: expansionSet ← returnExpansionSet(expansionType, opSet, RW1, RW2)
3: for R′ ∈ expansionSet do
4: if |R|<ConstSet.MaxRed then
5: updateFrequencies(elFreq, attrFreq, R’)
6: R← R∪R′

7: if |R| == ConstSet.MaxRed then
8: for R ∈ R do
9: computeScores(elFreq,attrFreq, redScoreEl, redScoreAt, R)

10: else if |R| == ConstSet.MaxRed then
11: compScore(elFreq,attrFreq, redScoreEl, redScoreAt, R’)
12: Rb ← argmaxR∈R| R.pval≥R′.pval score(R

′, R)
13: updtFreqAndScores(elFreq, attrFreq, redScoreEl, redScoreAt, R’, R)
14: R← R\Rb ∪R′

15: if ∨ ∈ opSet then
16: for R∈ R do
17: if expansionType==unguidedExpansion AND iteration==0 then
18: ind← 0
19: else
20: ind← newRuleIt
21: r′W1

← argmax(R.maxRef(r), R.maxRef(¬r), r ∈ RW1ind)
22: Rref ← (r′W1

∨R.rW1 ×R.rW2)
23: r′W2

← argmax(Rref .maxRef(r), Rref .maxRef(¬r), r ∈ RW2ind)
24: Rref ← (Rref .rW1 × r′W2

∨R.rW2)
25: updtFreqAndScores(elFreq, attrFreq, redScoreEl, redScoreAt, R, Rref )
26: R← R\R ∪Rref

27: return R

Element weighting has been used before in subgroup discovery [12, 15] to
model covering importance for elements. Our approach is similar but uses dif-
ferent weighting mechanism, adapts it to the redescription mining setting by
combining element and attribute weights and incorporates it into the frame-
work of iterative redescription set refinement in which some redescriptions can
be replaced with more suitable candidates.

The algorithm can use three types of logical operators (disjunction, conjunc-
tion and negation). The disjunction operator is used to increase redescription ac-
curacy and support (lines 15-26 in Algorithm 2). For a redescription R = (q1, q2),
we find rules r that maximize:

1. JS(supp(q1 ∨ r)\supp(R), supp(q2)\supp(R))

2. JS(supp(q1 ∨ ¬r)\supp(R), supp(q2)\supp(R))

3. JS(supp(q1)\supp(R), supp(q2 ∨ r)\supp(R))

4. JS(supp(q1)\supp(R), supp(q2 ∨ ¬r)\supp(R))
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The rule r is found so that it covers elements that are supported by q2 but not
by q1 (R.maxRef(r′), r′ ∈ RW1) and vice versa.

3.2 Rule size minimization

Rule minimization procedure is applied in the final step of redescription set
creation. The main goal of this procedure is to find a minimal attribute set
for all rules contained in redescriptions that describe the same pattern as the
original redescription. This leads to better understandability and readability of
returned redescriptions.

The method minimizes conjunctive formulas F = v1 ∧ v2 ∧ v3 ∧ v4 ∧ · · · ∧ vn,
where each vi denotes one literal of the form vi = c in the case of Boolean or
categorical attributes or c1 ≤ vi ≤ c2 in the case of numerical attributes. The
procedure chooses each vi in turn, computes Svi = supp(vi)\supp(F ) and then
finds the minimal set T = {vk, . . . , vm} such that ∀e ∈ Svi , ∃vj ∈ T , e /∈
supp(vj) and ∩kvk = supp(F ), vk ∈ T (see Figure 2). The procedure returns
a family of sets F = {Ti, i = 1, . . . , n} and chooses the representative set
containing the smallest number of attributes.

Fig. 2: Rule minimization procedure

The procedure is related to a procedure for finding a minimal set of generators
in [23]. It is constructed with a purpose of minimizing rules contained in already
constructed redescriptions whereas minimal set of generators is used to construct
redescriptions which requires it to compute a closed lattice of descriptors.
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3.3 Algorithm time complexity

In this subsection we analyse the algorithm’s time complexity. We start from
the known results [20] that predictive clustering tree construction has the worst
time complexity of O(z ·m · |E|2) to completely induce the tree, where m denotes
the number of descriptive variables in a selected view and z the total number of
internal nodes in the tree.

We use the HashSet and the HashMap data structure with open addressing
to store elements which have the time complexity of O(1) for add, remove, con-
tains and size assuming the hash function behaves in a random enough manner
(uniform hashing).

The initialization step has the complexity of O(|E|·(|V1|+|V2|)) and the PCT
to rules transformation has the complexity of O(z). Creation of redescriptions
via extraction/filtering of pairs obtained from Cartesian product of two rule
sets has the worst time complexity of O(n + n′), where n equals the number
of elements covered by the rule created on W1 and n′ denotes the number of
elements covered by the rule created on W2. To compute the Cartesian product
of two rule sets we make

∑
i∈RL

∑
j∈RR

(ni + nj) steps. As both n ≤ |E| and
n′ ≤ |E|, the worst time complexity of this step is O(z2 · |E|). However, if we
have a balanced tree, the complexity is closer to O(z ·d · |E|), where d equals the
tree depth. Updating the attribute and element frequency tables and the total
redescription scores has the complexity of O(|E|). The computation of rules
containing negation and disjunction operators has a complexity of O(z · |E|).

The minimization procedure has the time complexity of O(|R|·((a+a′)·|E|+
(a3 + a′3) · |E|)), where a, a′ represent the number of attributes in redescription
rules which are constrained with the tree depth d (or a constant multiple of d in
case of rules containing disjunctions). As the the number of elements in support
of such constrained attributes is much smaller then |E|, the worst case time
complexity is O(d3 · |E|).

The algorithm time complexity is: O(|E| · (|V1|+ |V2|)+z · |V1| · |E|2+z · |V2| ·
|E|2+2 ·z+z2 · |E|+z2 · |E|+2 ·z · |E|+d3 · |E|) which is O(z ·(|V1|+ |V2|) · |E|2+
z2 · |E|). The pessimistic worst time complexity assuming inadequate hashing
function is O(z · (|V1|+ |V2|) · |E|2 + z2 · |E|2).

Optimizations that could speed up computing redescriptions include the use
of rule indexing that would allow combining only those rules certain to cross the
user defined thresholds and Local Sensitive Hashing [4].

4 Mining redescriptions on data describing countries

We present the experimental results of mining redescriptions with our algorithm
on data describing 199 world countries in the year 2012. ([11, 21, 22]). The dataset
has two views, both containing numerical attributes with possible missing values.
One view contains 312 attributes representing the importance of import and
export of different commodities for countries, while the second view contains 49
attributes with country information provided by the World Bank.
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There are several techniques described in [6] for computing Jaccard coefficient
when data contains missing values. We compute the Jaccard coefficient guided
by the principle that an element can not be in a support of a rule containing
only conjunction operator if it has missing values for some of the attributes
contained in a condition of a rule. We use notation from [6] to denote E1,1 =
supp(q1)∩supp(q2), E1,0 = supp(q1)\supp(q2), E0,1 = supp(q2)\supp(q1), E1,? =
supp(q1) ∩missing(q2), E?,1 = missing(q1) ∩ supp(q2), where R = (q1, q2) and
missing(q) represents a set of elements for which we can not determine if they
are in support of q due to missing values. We define the Jaccard coefficient as:

JSm(R) =
|E1,1|

|E1,0|+ |E0,1|+ |E1,1|+ |E1,?|+ |E?,1|

It holds that JSpes(R) ≤ JSm(R) ≤ JSopt(R), where JSopt and JSpes denote
optimistic and pessimistic estimate of JS when dealing with missing values.

The algorithm was tested with 50, 200, 800 iterations and only rules con-
taining the conjunction operator were allowed. For each number of iterations,
we performed 10 runs of the algorithm, computed redescription sets containing
50 redescriptions and measured the average Jaccard coefficient and the average
redescription support. Allowed redescription supports were in range [5, 120], the
maximum p-value equalled 0.01 and the minimum Jaccard coefficient was 0.6.
We used complete randomization in initialization procedure.

Figure 3 shows that with increased number of iterations, the algorithm finds
redescriptions with higher accuracy, but describing smaller subsets of countries.
The mean value of the total overall coverage of elements in the redescription set
varies between 47% and 53%. This indicates that the algorithm managed to find
highly accurate redescriptions describing a significant number of total elements
from the dataset.

Fig. 3: A summary of the results for different numbers of algorithm runs (top
to bottom: 800, 200, 50): average redescription support size a), average Jaccard
coefficient b), fraction of all elements described by a redescription c).
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We demonstrate one highly accurate, statistically significant redescription
mined on the Country dataset. Several additional examples can be seen in [16].

W1R: EMPL_BAD >= 5.6 <= 12.5 AND POP_14 >= 13.166 <= 18.2591 AND
CRED >= 99.2251 <= 305.0869

W2R: E/I_MED_PH >= 0.927 <= 4.563 AND E/I_FB >= 0.381 <= 1.46 AND
E/I_PULP_WP >= 0.332 <= 859.221

This redescription describes 14 world countries (United Kingdom, Switzerland,
Sweden, Spain, Singapore, Netherlands, Malta, Luxembourg, Germany, France,
Finland, Denmark, Cyprus and Austria) with Jaccard coefficient 1.0. We found
that the vulnerable employment of these countries ranges from [5.6, 12.5]%, the
percentage of population aged 0− 14 is in [13.2, 18.3]%, and the domestic credit
to private sector is in [99.2, 305.1]% of the GDP. In addition, export to import
ratio of medicinal and pharmaceutical products is in [0.9, 4.6]%, export to import
ratio of basic food is in [0.4, 1.5]% and this ratio for pulp and waste paper is in
[0.3, 859.2]%. This is a statistically highly significant redescription with a p-value
of 1.5 · 10−13, it contains 3 descriptive variables for view 1 and 3 variables for
view 2. It is a medium size redescription, based on its rule size.

5 Algorithm evaluation and comparison

In this section, we compare rules produced by our algorithm with the current
state of the art algorithm ReReMi, described in [9]. We used the Siren tool [7]
to perform redescription mining with the ReReMi algorithm on the Country
dataset described in Section 4. The layered/split tree algorithms (described in
[24]) currently do not work with data that contain missing values.

Redescription mining algorithm comparison was mainly done in the litera-
ture by selecting and discussing properties of the individual redescriptions. We
try to make objective evaluation of redescription sets produced by different algo-
rithms by using the same set of constraints to construct redescriptions. Another
condition we imposed is to have the same size of the final redescription sets.
This is done by first finding redescription set with the ReReMi, and then forcing
the same size of the redescription set on the CLUS-RM, since it produces much
more redescriptions than the ReReMi algorithm.

We divided the results based on the operators allowed for query construction.
In the first experiment we allow using disjunctions, conjunctions, negations and
in the second experiment only conjunctions. For the ReReMi, we used max prod-
uct buckets=200, max number of pairs = 500 when using all logical operators,
max number of pairs = 1000 when using only conjunctions. Also, we allowed a
maximum of 15 variables for each query. Redescriptions were required to have
the maximal p − value of 0.01, the minimal Jaccard coefficient of 0.5 and the
minimal support of 5 elements. After obtaining redescriptions with the ReReMi
algorithm, we used the Filter redundant redescriptions option to remove dupli-
cate and redundant redescriptions with the max overlap option equal to 0.99.
For each redescription set, we optimized a redescription set of the same size by
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using the CLUS-RM algorithm. We used 800 iterations keeping constraints for
the Jaccard coefficient, the p−value and support. Maximum allowed average tree
depth was set to 8 and we used the complete randomization in the initialization
procedure.

For the generated redescription sets, we plot comparative boxplots for the
Jaccard coefficient, the log10 of the p− value, the element overlap, the attribute
overlap and the rule size. The element overlap is the average Jaccard coefficient
of covered elements by one redescription with respect to all other redescriptions
in the redescription set, similarly the attribute overlap is the average Jaccard
coefficient of the attributes contained in the redescription queries compared to
every other redescription in the set. To emphasize importance of the redescription
size from the point of understandability (|attr(R)| ≥ 20 considered to be highly
complex to understand), we calculate the normalized redescription size as follows:

Rsize =

{ |attr(R)|
20 , |attr(R)| < 20

1 , 20 ≤ |attr(R)|
To obtain comparative results, we optimized JSpes with ReReMi algorithm

and then recalculated the score for each redescription to obtain JSm.

Fig. 4: The CLUS-RM and the ReReMi algorithm comparison on two redescrip-
tion sets: constructed by using disjunctions, conjunctions, negations (120 re-
descriptions) and by using only conjunction operator (36 redescriptions)

The Figure 4 shows that the CLUS-RM found statistically significant re-
descriptions with Jaccard coefficient higher than those produced by the ReReMi
algorithm. Due to its goal of finding highly accurate but minimally overlapping
redescriptions in terms of elements and attributes, it found redescriptions with
smaller support when conjunctions, disjunctions and negations are allowed. One
important thing is that this was achieved by using redescriptions that mostly
have smaller query size than the ReReMi produced redescriptions. We report
two more statistics, the element coverage (the percentage of total elements de-
scribed by at least one redescription) and attribute coverage (the percentage
of attributes used in redescription rules). The CLUS-RM described 99% of ele-
ments while ReReMi described 100% elements. The CLUS-RM used 47% of all
attributes in the rules and the ReReMi used 41%.
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The evaluation on the redescription sets constructed by only using conjunc-
tion operator showed that the CLUS-RM produced redescriptions with higher
Jaccard coefficient, higher support and smaller p − value than the ReReMi al-
gorithm. As a consequence, the CLUS-RM has higher element overlap but also
somewhat smaller query size in redescriptions. Attribute overlaps are compara-
ble between approaches. The CLUS-RM covered 25% elements and the ReReMi
algorithm 53% while the attribute coverage is 27% and 36%.

The CLUS-RM approach produces redescriptions containing mainly conjunc-
tion operators while the ReReMi approach uses mostly disjunctions if allowed.
The redescription sets obtained with the CLUS-RM contained highly accurate,
statistically significant, mostly non overlapping redescriptions. There are two
possible techniques available to obtain redescriptions with higher support with
the CLUS-RM algorithm: to increase the minimal support or to increase the
redescription set size. We believe that the proposed approach complements the
ReReMi approach by finding many significant conjunction based redescriptions.

6 Conclusion

This work introduces a novel redescription mining framework which optimizes a
redescription set of user defined size. The algorithm is based on multi-target pre-
dictive clustering trees, which allows using element coverage by rules constructed
on one view as targets for the other view. Produced redescriptions incrementally
improve the redescription set by using a predefined set of criteria (the Jaccard co-
efficient, the p-value, the element overlap and the attribute overlap). The ability
to construct many different redescriptions and use them to optimize a set of fixed
size differentiates the approach from currently proposed solutions. We analysed
the algorithm time complexity and measured its performance on data describing
world countries. The results show that, when finding redescriptions containing
only conjunction operator, there are benefits of using more iterations. Gener-
ated redescriptions are statistically relevant with p-values less than 10−5. Many
generated rules contained the maximum of 6 attributes per rule in a redescrip-
tion. Finally, we compare some characteristics of redescription sets generated
by the CLUS-RM and the ReReMi algorithms. These results and comparison
reveal the main difference in algorithm preference - CLUS-RM producing more
accurate redescriptions using much more conjunctive rules.

In future work, we plan to extend the current framework by deploying Ran-
dom Forest of PCTs, which should further boost resulting redescription sets in
terms of size, diversity and quality. We also intend to work on more comprehen-
sive and objective evaluation of redescription sets.
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Appendix

We present several shorter redescriptions mined by the CLUS-RM and the
ReReMi algorithm. The full names of the attributes used in redescription queries
can be seen in Figure 5.

In Table A.1 we show two very accurate redescriptions mined with the
ReReMi algorithm and compare it to two redescriptions mined with the CLUS-
RM.

In Table A.2, we present two redescriptions containing conjunction and dis-
junction operator obtained with the ReReMi algorithm, and two redescriptions
containing conjunctions and negations obtained with the CLUS-RM algorithm.
This examples demonstrate the main difference between the methodologies. The
ReReMi algorithm uses disjunction operator often in redescription construction
whereas the CLUS-RM mostly uses conjunction operator to construct redescrip-
tions.
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Table A.1: Redescription examples produced by CLUS-RM and ReReMi algo-
rithm using only conjunction operator

Redescriptions JS supp p-value Algorithm

−0.04 ≤ POP_GROWTH ≤ 2.49 ∧
14.05 ≤ POP_64 ≤ 21.1 ∧
13.74 ≤ RUR_POP ≤ 50.1 ∧
4.7 ≤ EMP_PART_M ≤ 11.7

1.0 ≤ E_PL_PF ≤ 2.0 ∧
0.65 ≤ E/I_SPEC_MACH ≤ 4.31 ∧
18.0 ≤ I_MED_S_TIM ≤ 25.0

1.0 14 1.5 · 10−13 CLUS-RM

26.0 < RUR_POP ∧
31.0 < CRED_COV ER < 47.5 ∧
52.9 < LABOR_F < 67.5

4.0 < E_MAN_G < 17.0 ∧
17.0 < I_MED_S_TIM < 33.0 ∧
I_TF_W < 0.0∧ I_AN_V EG_OIL < 1.0 ∧
I_TY _RP < 2.0 ∧
0.01 < E/I_MED_PH < 0.24

1.0 8 6.4 · 10−11 ReReMi

14.56 ≤ POP_14 ≤ 21.54 ∧
2.2 ≤MORT ≤ 4.5 ∧
61.8 ≤ LABOR_M ≤ 68.1

1.0 ≤ E/I_OTH_MACH_PART ≤ 1.62 ∧
14.0 ≤ I_HIGH_S_TIM ≤ 28.0 ∧
0.74 ≤ E/I_PULP_WP ≤ 13.04

1.0 9 1.9 · 10−11 CLUS-RM

14.57 < POP_14 < 14.98 ∧
POP_GROWTH < 0.26 ∧
24.0 < UNEMPL_Y OUTH_F < 44.3

9.0 < E_FB < 14.0 ∧
1.0 < E_NFM ∧ I_T_TM < 0.0 ∧
2.17 < E/I_PEARLS_PSM < 885.93 ∧
0.83 < E/I_PRIM_COM < 2.93

1.0 5 4.6 · 10−9 ReReMi
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Table A.2: Redescription examples produced by CLUS-RM and ReReMi algo-
rithm using conjunction, disjunction and negation operators

Redescriptions JS supp p-value Algorithm

8.0 ≤MORT ≤ 181.6

¬ (0.65 ≤ E/I_SPEC_MACH ≤ 61.94)
0.842 139 2.6 · 10−4 CLUS-RM

4.9 < MORT ∨ 22.8 < POP_14 ∨
−0.26 < POP_GROWTH < −0.09 ∨
11.1 < UNEMPL_LONG

E_PH_OPT_WT < 0.0 ∧
E/I_SPEC_MACH < 0.65

0.865 148 6.3 · 10−4 ReReMi

−1.48 ≤ POP_GROWTH ≤ 0.48 ∧
2.9 ≤MORT ≤ 5.4 ∧
−1.49 ≤ BAL ≤ 10.11 ∧
4.24 ≤ STOCKS ≤ 166.61

1.0 ≤ I_NM_MIN_MAN ≤ 1.0 ∧
0.81 ≤ E/I_OTH_MACH_PART ≤ 3.15 ∧
19.0 ≤ I_MACH_TRANS_EQ ≤ 32.0 ∧
0.92 ≤ E/I_CHEM_PROD ≤ 6.66

1.0 12 8.56 · 10−13 CLUS-RM

MORT < 95.5 ∧
75.9 < LABOR_F ∧
1.89 < POP_GROWTH

((94.0 < I_ALL_AP < 99.0 ∧
E/I_PL_PF < 0.03) ∨
31.0 < I_OR_MET_PS_NMG < 34.0 ∨
5.38 < E/I_CM_IEF < 7.81) ∧
1.0 < E/I_COFF_TEA_SPICE

1.0 10 6.3 · 10−12 ReReMi

4.7. RELATED PUBLICATIONS 55



Redescription mining with multi-target PCT 19

TRADE:

FB - Food, basic
NFM - Non-ferrous metals
PEARLS_PSM - Pearls, precious stones and non-monetary gold
CHEM_PROD - Chemical products
MACH_TRANS_EQ - Machinery and transport equipment
PRIM_COM - Primary commodities, precious stones and non-monetary gold,

excluding fuels
OR_MET_PS_NMG - Ores, metals, precious stones and non-monetary gold
MED_S_TIM - Medium-skill and technology-intensive manufactures
HIGH_S_TIM|High-skill and technology-intensive manufactures
COFF_TEA_SPICE - Coffee, tea, cocoa, spices, and manufactures thereof
T_TM - Tobacco and tobacco manufactures
CM_IEF - Crude materials, inedible, except fuels
PULP_WP - Pulp and waste paper
TF_W - Textiles fibres and their wastes
AN_VEG_OIL - Animal and vegetable oils, fats and waxes
MED_PH - Medicinal and pharmaceutical products
PL_PF - Plastics in primary forms
MAN_G - Manufactured goods
TY_RP - Textile yarn and related products
NM_MIN_MAN - Non metallic mineral manufactures, n.e.s.
SPEC_MACH - Specialised machinery
OTH_MACH_PART - Other industrial machinery and parts
ALL_AP - All allocated products
PH_OPT_WT - Photo apparatus, optical goods, watches and clocks

COUNTRY INFORMATION:

POP_GROWTH - Population growth (annual %)
POP_64 - Population ages 65 and above (% of total)
POP_14 - Population ages 0-14 (% of total)
RUR_POP - Rural population (% of total population)
EMP_PART_M - Part time employment, male (% of total male employment)
CRED_COVER - Private credit bureau coverage (% of adults)
LABOR_F - Labor participation rate,(% female population, 15+)
LABOR_M - Labor participation rate, (% male population, 15+)
UNEMPL_YOUTH_F - Unemployment, youth (% female labor force 15-24)
MORT - Mortality rate, under-5 (per 1,000)
UNEMPL_LONG - Long-term unemployment (% of total unemployment)

Fig.A.1: Indicator full names
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Details of redescription mining augmented with Random Forest of Predictive Clustering
Trees are described in the following publication (included in this chapter):

M. Mihelčić, S. Džeroski, N. Lavrač, and T. Šmuc, “Redescription mining augmented with
random forest of multi-target predictive clustering trees,” Journal of Intelligent Infor-
mation Systems, pp. 1–34, 2017, In press.

This work is an extended version of Redescription Mining with Multi-target Predictive Clus-
tering Trees paper. The additional authors contributions are as follows. Matej Mihelčić
devised and implemented the extensions required to incorporate random forest of Pre-
dictive Clustering trees in the CLUS-RM algorithm, devised and implemented extensions
required to alleviate constraints on redescription set size in redescription set optimization
procedure, computed the computational time complexity of the extended algorithm, per-
formed and analysed all experiments, incorporated the significance and distinct coverage
score in the optimization procedure, wrote the majority of text related to the newly in-
troduced extensions and actively participated in writing revisions. Nada Lavrač suggested
performing research in the field of redescription mining. Tomislav Šmuc pointed out the
benefits of using coverage as one of the redescription set optimization measures and assisted
in defining the optimization measure based on redescription p-value. Tomislav Šmuc, Nada
Lavrač and Sašo Džeroski participated in writing, proof-reading and correcting the text of
the manuscript and the revisions.
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with different properties. We use the same datasets to compare the performance
of our algorithm to state of the art redescription mining approaches.

Keywords knowledge discovery, redescription mining, random forest, predictive
clustering trees, world countries, computer science bibliography, bioclimatic niches

1 Introduction

Pattern mining [1,15,16,24] aims at discovering descriptive rules learned from
data. Redescription mining (RM) [27] shares this goal and is directed towards find-
ing different descriptions of patterns by using one or more disjoint sets of descrip-
tive attributes (these disjoint sets are also called views). The input to redescription
mining algorithms consists of one or more tables containing all attributes from the
given view and their corresponding values for all elements contained in the dataset.
One input example obtained from the DBLP database [6,11], containing informa-
tion about authors of scientific papers, can be seen in Table 1.

Table 1: Input example for the DBLP dataset.

(a) View 1: Author-conference bipartite graph
Entity ISAAC FCT . . . PLILP

J.D.Tygar false false . . . false
. . . . . . .
. . . . . . .
. . . . . . .

JohnH.Reif true true . . . false
. . . . . . .
. . . . . . .
. . . . . . .

ChrisClifton true false . . . false
. . . . . . .
. . . . . . .
. . . . . . .

AthenaV akali false false . . . false

(b) View 2: Co-authorship network (self-authorship excluded)
Entity J.D.Tygar AdolfyHoisie . . . AthenaV akali

J.D.Tygar false false . . . false
. . . . . . .
. . . . . . .
. . . . . . .

JohnH.Reif true false . . . false
. . . . . . .
. . . . . . .
. . . . . . .

ChrisClifton true false . . . false
. . . . . . .
. . . . . . .
. . . . . . .

AthenaV akali false false . . . false

Redescription mining is an unsupervised, descriptive knowledge discovery task.
Similarly as Association rule mining [1], it discovers associations between at-
tributes. However, instead of finding one-directional implication relations it finds
bi-directional equivalence relations. Association discovery in two-view data [31]
finds both uni and bi-directional associations but is aimed at explaining how these
two views are related. Redescription mining is related to multi-view [2] and multi-
layer [13] clustering, though the main goal here is to find accurate redescriptions
of interesting subsets of data, while clustering tends to find clusters that are not
always easy to interpret. Finding similarities between different elements and con-
nections between different descriptive attribute sets (views) ultimately leads to
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better understanding of the underlying data. The output of redescription mining
is a set of redescriptions which are tuples of rules (logical formulas). The aim is to
make these rules understandable and interpretable.

We present one redescription example Rex = (q1ex , q2ex), where q1ex = ¬UAI ∧
¬PKDD ∧ SEBD ∧ SIGMOD ∧ LPNMR and q2ex = Thomas Eiter ∧
Gianluigi Greco. For all authors described by the redescription Rex it must be
valid that they co-authored a paper with Thomas Eiter and co-authored a (not
necessarily the same) paper with Gianluigi Greco. They have also published at
least one paper on conferences SEBD, SIGMOD and LPNMR but have not pub-
lished any papers in conferences PKDD and UAI. Interestingly, Thomas Eiter and
Gianluigi Greco have co-authored the paper Boosting Information Integration: The
INFOMIX System published in SEBD in 2005. This makes the group of described
authors very well connected in terms of co-authorship.

Applications of redescription mining

Redescription mining is highly applicable in biology, economy, pharmacy, ecology
and many other fields, where it is important to understand connections between
different descriptors and to find regularities that are valid for different element
subsets. For instance, it might be interesting to associate gene functions with gene
locations in different genomes, to study similarities or differences in structure of
different organisms, to relate proteins and different chemical compounds to un-
derstand the effects of interactions, with potential application in design of new
and more effective medicines, to associate animal species habitats with weather
locations, in order to obtain knowledge about the effects of these conditions on
habitats and co-habitats of different animal species, or to associate authors of
scientific papers with different scientific conferences to obtain groups of related
authors sharing some area of research. In these applications, implication relations,
as provided with association rule mining, are not strong enough to allow explain-
ing the underlying phenomena. Due to strong equivalence relations it produces,
redescription mining is well suited for relating a set of attributes, which are gener-
ally understood well (such as questionnaires and various written or motorical tests
devised by researchers) to a set of attributes, containing different measurements
(medical, biological ) which are not always understood well.

Related work in redescription mining

The field of redescription mining was introduced in the work from Ramakrishnan et
al. [27] which presents a novel decision tree - based redescription mining algorithm
called the CARTwheels. The algorithm builds two decision trees (one for each
view) that are joined in the leaves. Redescriptions are found by examining the
paths from the root node of the first tree to the root node of the second and
the algorithm uses multi class classification to guide the search between the two
views. Other approaches for redescription mining include: the approach proposed
by Zaki and Ramakrishnan [33] which uses a lattice of closed descriptor sets to
find redescriptions, the approach proposed by Parida and Ramakrishnan [25] for
mining exact and approximate redescriptions based on relaxation lattice. Further,
Gallo et al. [12] present the greedy algorithm and the MID (Mining Interesting
Descriptors) algorithm based on frequent itemset mining.

60 Chapter 4. Redescription Mining with Predictive Clustering Trees



4 Mihelčić, Džeroski, Lavrač, Šmuc

Galbrun and Miettinen [8] extend the greedy approach by Gallo et al. [12]
to work on numerical data, thus increasing capabilities of redescription mining
algorithms. Galbrun and Kimming extend redescription mining to a relational
[7] setting, while Galbrun and Miettinen make extensions to allow interactive re-
description mining [10]. Recently, two novel tree-based algorithms were proposed
by Zinchenko [34]. These approaches use decision trees in a non-Boolean setting
and present different methods of layer by layer tree construction, which allows
making informed splits based on nodes at each level of the tree.

Methodology

In this work, we present a multi-target predictive clustering trees (PCTs) [3,19]
based redescription mining algorithm developed to create a large number of di-
verse redescriptions. As in our previous work ([22]), all created PCTs use multi-
target classification or regression to find highly accurate, statistically significant
redescriptions, which differentiates it from other tree based approaches, especially
the CARTwheels approach. Using multi-target PCTs allows us to build one model
to find multiple redescriptions using nodes at all levels of the tree and due to
inductive transfer [26], multi-target trees can outperform single label classifica-
tion or regression trees. Each node in one separately created PCT model, used
to guide the search, represents a separate rule that is used in the construction of
a PCT from the opposite view. Generated redescriptions are used to iteratively
improve and expand a redescription set of user suggested, not necessarily fixed
size (which alleviates the hard constraints on redescription set size used in [22]).
The algorithm presented in [22] has been extended to incorporate the random for-
est of PCTs as an augmenting model. This increases the accuracy and diversity
of produced redescriptions. The approach relies on the fact that a great number
of PCTs can be trained and converted to rules in parallel. Thus, this augmented
process can be executed very efficiently and almost at the same running time, if
executed in parallel threads, as the process containing only one PCT. Additional
benefit of the approach is that it allows creation of highly optimized redescription
sets without requiring users to constrain redescription accuracy. This is an advan-
tage, compared to current state of the art approaches, because it usually needs
to be determined through experimentation. Finally, rule minimization procedure,
presented in our previous work ([22]), allows reducing the number of attributes
that describe a given pattern without changing redescription accuracy or support.
This allows obtaining shorter rules even when using trees of bigger depth size.

Structure

After introducing the necessary notation (Section 2), we present the extended
algorithm and perform the run-time complexity analysis of redescription mining
process (Section 3). In Section 4, we evaluate algorithm extensions, compare its
performance with several state of the art approaches on three datasets with differ-
ent properties and present redescription examples obtained by these approaches.
Finally, we conclude and outline directions for future work in Section 5.
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2 Notation and definitions

Redescription mining in general considers redescriptions constructed on a set of
views {W1,W2, . . . ,Wn}, n ≥ 1, however we use only two views {W1,W2} since
all current redescription mining approaches use maximally two views. Using more
than two views significantly increases computational complexity and requires data
containing several disjoint sets of attributes describing the same set of elements.
The corresponding attribute (variable) sets are denoted by V1 and V2. Each view
contains the same set of |E| elements and two different sets of attributes of size
|V1| and |V2|. Value W1(i, j) is the value of element ei for the attribute aj in view
W1. The data D = (V1, V2, E,W1,W2) is a quintuple of the attribute sets, the
element set, and the appropriate view mappings. A query (denoted q) is a logical
formula F containing attributes from V1 or V2 as variables and the set of elements
described by a query is called its support. A redescription R = (q1, q2) is defined
as a pair of queries, one for each view in the data and its support is the set of
elements supported by both queries that constitute this redescription: supp(R) =
supp(q1) ∩ supp(q2). We use attr(R) to denote the multiset of attributes used in
the redescription R and attrs(R) to denote the corresponding set of attributes.
The accuracy of a redescription R = (q1, q2) is measured with the Jaccard index
(Jaccard similarity coefficient):

J(R) =
|supp(q1) ∩ supp(q2))|
|supp(q1) ∪ supp(q2)|

The Jaccard index is not the only measure used in the field because it is possible
to obtain redescriptions with large support for which it is highly probable to have
very good overlap of their queries. In this cases it is preferred to have redescriptions
that reveal some more specific knowledge about the studied problem that is harder
to obtain by random sampling from the underlying data distribution. This is why
we compute the statistical significance (p-value) of each obtained redescription.
The marginal probability of a query q1, q2 is denoted as p1 = |supp(q1)|

|E| and

p2 = |supp(q2)|
|E| respectively. We define the set of elements in the intersection of the

queries with o = supp(q1)∩ supp(q2). The corresponding p-value [11] is defined as

pV (q1, q2) =

|E|∑

n=|o|

(
|E|
n

)
(p1 · p2)n · (1− p1 · p2)|E|−n

The p-value tells us if we can dismiss the null hypothesis that assumes that we
obtained a given subset of elements by joining two random rules with marginal
probabilities equal to the fraction of covered elements. If the obtained p-value is
lower than some predefined threshold, called the significance level, then this null
hypothesis should be rejected. This estimate is optimistic when the assumption
that all elements can be sampled with equal probability does not hold (which is
often the case in practice).

We use two redescription quality measures based on properties of a redescrip-
tion set that contains them. These measures, created with similar intuitions to
those presented by Knobe and Ho ([18]), provide information about the level of
redundancy of a given redescription with respect to described elements and at-
tributes used in redescription queries in every other redescription contained in the
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given redescription set. The measure providing information about the redundancy
of elements contained in the redescription support is called the average redescrip-
tion element Jaccard index and is defined as:

AEJ(Ri) =
1

|R| − 1
·
|R|∑

j=1

J(supp(Ri), supp(Rj)), i ̸= j

Analogously, the measure providing information about the redundancy of at-
tributes contained in redescription queries, called the average redescription at-
tribute Jaccard index, is defined as:

AAJ(Ri) =
1

|R| − 1
·
|R|∑

j=1

J(attrs(Ri), attrs(Rj)), i ̸= j

To emphasize importance of the redescription size from the point of understand-
ability (|attr(R)| ≥ 20 considered to be highly complex to understand), we calcu-
late the normalized redescription size as follows:

Rsize =

{ |attr(R)|
20 , |attr(R)| < 20

1 , 20 ≤ |attr(R)|

3 The CLUS-RM algorithm

In this section, we describe the algorithm for mining redescriptions named CLUS-
RM. The algorithm optimizes a redescription set of a size determined by redescrip-
tion properties or suggested by a user. It uses multi-target predictive clustering
trees (PCTs) [3,19] to create a cluster hierarchy that is used to explore the re-
description space. In addition, a random forest of predictive clustering trees is
used to diversify the search and to increase the overall redescription accuracy. We
start by explaining the pseudo code of the algorithm (Algorithm 1) and then go
into details of each procedure in the algorithm.

The algorithm starts by creating initial clusters for both views (line 2 and 3
in Algorithm 1) which is achieved by transforming a non-labeled dataset into
a labeled dataset of positive, original elements (elements originally present in
the dataset) and artificially generated, negative elements (elements not originally
present in the dataset but artificially constructed and added to the dataset). For
each element in the original view, we construct one negative, synthetic element
(see Figure 2) in such a way so that the original correlations among the attributes
are broken. We achieve this by random shuffling of attribute values between the
elements. The procedure allows experimentation with the number of shuffling steps
and the number of attributes that are copied from the original elements to the ar-
tificial element. Complete randomization is achieved when the number of shuffling
steps equals the number of attributes in the dataset and exactly one attribute value
is copied to the artificial element at each step from a randomly chosen original el-
ement. The original elements are assigned a target label of 1.0, while the artificial
elements are assigned a target label of 0.0 (see Table 2). Target label is used to
give information to a supervised learning algorithm, such as PCT, which elements
were originally present in the data and which were artificially constructed. The
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Algorithm 1 The CLUS-RM algorithm
Input: First view data (W1), Second view data (W2), Settings file
Output: A set of redescriptions R
1: procedure CLUS-RM
2: [DW1init, DW2init] ← prepareTargetsForInitialPCT(W1,W2)
3: [PCTW1, PCTW2] ← createSidesInitialPCT(DW1init, DW2init)
4: [RW1, RW2] ← extractRules(PCTW1, PCTW2)
5: initializeArrays(elFreq, attrFreq, redScoreEl, redScoreAt, numEx, numAttr,

numRetRed)
6: while RunInd<maxIter do
7: [TmpRW1, TmpRW2] ← emptyRuleSet()
8: [SRW1, SRW2] ← emptyRuleSet()
9: [DW1Targ , DW2Targ ] ← prepareTargets(RW2, RW1)

10: [PCTW1, PCTW2] ← createPCT(DW1Targ , DW2Targ)
11: [RFPCTW1, RFPCTW2] ← createSRFPCT(DW1Targ , DW2Targ)
12: TmpRW1 ← TmpRW1 ∪∗ extractRules(PCTW1)
13: TmpRW2 ← TmpRW2 ∪∗ extractRules(PCTW2)
14: SRW1 ← SRW1 ∪∗ extractRules(RFPCTW1)
15: SRW2 ← SRW2 ∪∗ extractRules(RFPCTW2)
16: RW1 ← RW1 ∪∗ TmpRW1

17: RW2 ← RW2 ∪∗ TmpRW2

18: R← MineRed(RW1, RW2, SRW1, SRW2, expansionType,
ConstSet, iteration, opSet, elFreq, attrFreq, redScoreEl, redScoreAt)

19: R← minimizeReds(R)
20: return R

division between the original and the artificial elements (the idea previously used
in the work from Gamberger et al. [13]), allows us to construct a cluster hierar-
chy, simultaneously creating descriptions of the original elements. The described
procedure is one possible way to construct the initial clusters; other approaches
include assigning a random target attribute or using clusters computed by some
other clustering algorithm. However, the initialization procedure used in our algo-
rithm should preserve any strong (specific) connections and correlations that exist
in the original data which are broken by using an approach that assigns random
target labels.

After creating the initial dataset, we build predictive clustering trees on both
views by performing regression on the target label and using other attributes as
descriptive (line 3 in Algorithm 1 ). The decision to use regression trees instead
of decision trees is purely technical, since it generates more rules because of the
additional threshold associated with the target variable. These trees are converted
to rules (line 4 in Algorithm 1 ) that describe element sets and are necessary for
the next step of the algorithm. The rule lists RW1 and RW2 contain generated
rules, and a new rule is added to the list if it differs from all other rules in a
predefined number of attributes or if it describes a new unique element subset
(the ∪∗ operator in Algorithm 1). The iterative process of the algorithm begins
right after rule creation (line 6 in Algorithm 1 ). Here, we create targets based
on the rules obtained in the previous step or in the initialization step (line 9 in
Algorithm 1 ). The rules obtained by predictive clustering on W1 are used to
build targets for clustering on W2 (denoted W1T1, W1T2), and vice versa. For
each element in the dataset we assign label 1.0 if the element is described by some
specific rule, otherwise 0.0 (see Table 3). For example, the attribute W2T1 from
dataset for view 1 represents the condition IF W2A1 = TRUE (constructed on
dataset for view 2), which describes elements E1, E2, E4, E5. By placing this
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Table 2: Creation of artificial elements for the random initialization procedure.
For example, the artificial element E′

1 in view 1 is created by copying a value for
attribute W1A1 from original element E4, for attribute W1A2 from E1 and for
attribute W1A3 from E5. Since the element E′

1 is artificially created, it is assigned
a target value 0.0.

(a) Original dataset for view 1
Entity W1A1 W1A2 W1A3
E1 1.1 2.5 3.4
E2 1.5 2.2 4.0
E3 5.5 -0.6 -0.2
E4 4.4 -0.2 2.0
E5 3.2 1.7 2.9

(b) Original dataset for view 2
Entity W2A1 W2A2 W2A3
E1 TRUE FALSE FALSE
E2 TRUE TRUE FALSE
E3 FALSE FALSE TRUE
E4 TRUE TRUE TRUE
E5 TRUE FALSE TRUE

(c) Initial dataset for view 1
Entity W1A1 W1A2 W1A3 Target
E1 1.1 2.5 3.4 1.0
E2 1.5 2.2 4.0 1.0
E3 5.5 -0.6 -0.2 1.0
E4 4.4 -0.2 2.0 1.0
E5 3.2 1.7 2.9 1.0
E1’ 4.4 2.5 2.9 0.0
E2’ 3.2 -0.6 4.0 0.0
E3’ 3.2 -0.6 2.9 0.0
E4’ 4.4 -0.2 4.0 0.0
E5’ 5.5 1.7 2.9 0.0

(d) Initial dataset for view 2
Entity W2A1 W2A2 W2A3 Target
E1 TRUE FALSE FALSE 1.0
E2 TRUE TRUE FALSE 1.0
E3 FALSE FALSE TRUE 1.0
E4 TRUE TRUE TRUE 1.0
E5 TRUE FALSE TRUE 1.0
E1’ TRUE FALSE TRUE 0.0
E2’ FALSE FALSE TRUE 0.0
E3’ TRUE TRUE TRUE 0.0
E4’ FALSE TRUE FALSE 0.0
E5’ FALSE FALSE TRUE 0.0

target attribute in the view 1 dataset, we guide the PCT construction (lines 9 and
10 in Algorithm 1) to create a cluster containing and describing the same set of
elements with descriptive variables of view 1 (a choice that satisfies this condition
is IF W1A3 > 0).

Table 3: Intermediate generation of labels based on discovered rules.

(a) Dataset for view 1
E W1A1 W1A2 W1A3 W2T1 W2T2
E1 1.1 2.5 3.4 1.0 0.0
E2 1.5 2.2 4.0 1.0 0.0
E3 5.5 -0.6 -0.2 0.0 0.0
E4 4.4 -0.2 2.0 1.0 0.0
E5 3.2 1.7 2.9 1.0 1.0

(b) Dataset for view 2
E W2A1 W2A2 W2A3 W1T1 W1T2
E1 TRUE FALSE FALSE 0.0 1.0
E2 TRUE TRUE FALSE 0.0 1.0
E3 FALSE FALSE TRUE 1.0 0.0
E4 TRUE TRUE TRUE 1.0 0.0
E5 TRUE FALSE TRUE 1.0 1.0

Random forest of PCTs is constructed (line 11 in Algorithm 1) by using the
same targets as to construct the PCT used to guide the search (line 10 in Algo-
rithm 1). PCTs in the forest represent a set of weak learners trained on subspaces
of attributes with the purpose of diversifying produced redescriptions and increas-
ing their accuracy. The use of random forest has several advantages: 1) due to
restricted size of the attribute subspace used to make a split, it is able to avoid lo-
cal optima, 2) it explores much larger number of attribute associations (depending
on the number of trees used in the forest) which is very important for produced
redescriptions. The number of PCTs to be used in a random forest and the size
of a random subspace are user defined parameters. The random subspace size is
usually set to

√
N or log2(N) in predictive tasks, where N equals the number

of attributes contained in the selected view. However, in redescription mining it
is important to discover different attribute interactions. Thus it is useful to have
guarantees on attribute membership in different random subspaces. We have com-
puted the necessary size of a random subspace, given a random forest of PCT with
defined parameters, so that an arbitrary attribute occurs with a given probability
in at least one split of every tree in the forest. The subset size is computed as:
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k = N · (1 − q
√
1− p), where q = (2d − 1), d equals the average PCT depth and

p denotes the desired probability to evaluate an arbitrary attribute in at least
one split of every PCT in a random forest of given properties. Since, for very
small number of attributes, this number quickly drops to 0, the subset size equals
k = max(⌈N · (1− q

√
1− p)⌉, ⌈log2(N)⌉). Assigning probability to attribute occur-

rence in at least one split of every tree in a forest allows influencing accuracy and
diversity of queries used to produce redescriptions. High occurrence probability
should be used on sparse datasets, when higher accuracy is required, while using
lower probability on dense datasets increases diversity and brings computational
advantage since smaller subsets need to be evaluated. Random forest of PCTs can
be trained in parallel with minor loss in computation time, compared to the algo-
rithm presented in our previous work ([22]). Rules obtained in the previous step are
combined into redescriptions (line 18 in Algorithm 1 ) if they satisfy a given set of
constraints ConstSet. It consists of minimal Jaccard index (minJ), maximum al-
lowed p-value (maxPval), minimum and maximum support (minSupp, maxSupp)
which have to be satisfied for a redescription to be considered as a candidate for
the redescription set. The default value of 0.01 is used for p-value and a minimal
support of 2 elements if corresponding parameters are not specified. Specifying the
Jaccard index constraint is optional. After performing redescription creation and
redescription set optimization, all queries produced by the random forest models
are discarded. Finally, queries of the resulting redescriptions are minimized in line
19 of Algorithm 1 by using the query minimization procedure presented in our
previous work ([22]).

3.1 The procedure for creating redescriptions

The algorithm for creating redescriptions from rules (Algorithm 2) joins view 1
rules (or their negation, if allowed by the user) with rules (or its negation) from
view 2 (see Figure 1 and line 2 in Algorithm 2). We distinguish three cases of
creating redescriptions from rules (expansion types):

1. Unguided initial: UInit← ((SRW1 ∪ RW1)×opSet\{∨}
ConstSet (SRW2 ∪ RW2))

2. Unguided: U ← ((SRW1 ∪ RW1newRuleIt)×opSet\{∨}
ConstSet (SRW2 ∪ RW2newRuleIt))

3. Guided: G← ((SRW1 ∪ RW1newRuleIt)×opSet\{∨}
ConstSet RW2oldRuleIt) ∪

(RW1oldRuleIt ×opSet\{∨}
ConstSet (SRW2 ∪ RW2newRuleIt))

The ×opSet
ConstSet operator denotes a Cartesian product of two sets, allowing the use

of logical operators from opSet and leaving only those redescriptions that satisfy
a given set of constraints ConstSet. The unguided expansion allows obtaining
redescriptions with more diverse subsets of elements that can later be improved
through the iteration process.
The algorithm finds first numRed redescriptions if the size is fixed by the user, or
max(20,numRed) redescriptions if the size is suggested or fully automatically de-
termined (line 4 in Algorithm 2). This minimal number of redescriptions is used to
provide a set which is not very large but still provides different information about
the elements and contains enough redescriptions to perform statistical analysis.
After the minimal number of distinct redescriptions is found, the set is iteratively
improved by exchanging the redescription with the worst comparative score with
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Fig. 1: Illustration of rule, redescription construction and iterations

the newly created redescription (lines 3-21 in Algorithm 2). Five different arrays
(elFreq, attrFreq, redScoreEl, redScoreAt, redDstC) are used to incrementally
improve and add redescriptions to the redescription set. The element/attribute
frequency arrays contain information about element/attribute occurrence in re-
descriptions from a redescription set. Redescription scores (line 9 in Algorithm 2)
are computed as redScoreEl(R) =

∑
e∈supp(R)(elFreq[e]− 1), redScoreAt(R) =∑

a∈attr(R)(attrFreq[a]− 1), redDstC(R) =
∑

e∈supp(R) δ0,elFreq[e]−1. The score
of a new redescription (line 18 in Algorithm 2) is computed in the same way by
using existing frequencies from the set. For a redescription R′ such that Ri =

argmaxR∈R score(R′, R), where score(R′, R) = ( (1.0−R′.elSc+1.0−R′.atrSc+R′.J+
5

R′.eDC+R′.pV Sc)
5 − (1.0−R.elSc+1.0−R.attrSc+R.J+R.eDC+R.pV Sc)

5 ) and the
score(R′, Ri) > 0, all arrays are updated so that the frequencies of elements de-
scribed by Ri and attributes contained in its queries are decreased by one, while
the frequencies of elements and attributes associated with R′ are increased (line
19 in Algorithm 2). The p-value score (R.pVSc) is computed as:

R.pV Sc =

{
log10(R.pval)

−17.0 if R.pval < 10−17

1.0 if R.pval ≥ 10−17

We linearise and normalize redescription p-values to obtain a score that is used
as one criteria in the optimization process with the aim of describing subsets of
elements with queries that are unlikely to be created easily by matching a pair of
randomly constructed queries. The R.eDC denotes the element exclusive coverage
and is defined as the fraction of elements that are described only by redescription
R(R.eDC = redDstC(R)

|E| ). R.elSc and R.atSc are obtained as a fraction of element
frequencies for elements in redescription support or attributes used in its queries
to total frequency of all elements or attributes. The score is defined to construct
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a redescription set by adding redescriptions that describe elements with low fre-
quency by using non frequent attributes (to disallow redundancy) and, at the same
time, finds as accurate and significant redescriptions as possible. Redescriptions
describing unexplored elements are rewarded in the process (since we would like to
describe as much elements as possible given the redescription set size). The score
can be extended by defining importance weights for each criteria, providing users
with the possibility to fine tune the redescription set optimization process.

Element weighting has been used before in subgroup discovery [14,20] to model
covering importance for elements. Our approach is similar but uses different weight-
ing mechanism, adapts it to the redescription mining setting by combining element
and attribute weights and incorporates it into the framework of iterative redescrip-
tion set refinement in which some redescriptions can be replaced with more suitable
candidates. The exclusive coverage has been used in the work from Knobe and Ho
[18] as one criteria for extracting a set of patterns.
If redescription set size is automatically determined, for each R ∈ R the algorithm
computes sc(R) = minR′′∈R, R′′ ̸=R|score(R,R′′)| (lines 11 and 16 in Algorithm 2).
Measures of difference in quality characteristics between a given redescription and
its closest neighbour serve as a statistics used to determine which newly created
redescription should be used to expand the redescription set (increase it in size).
We compute the Tukey’s range [Q1−k ·(Q3−Q1), Q3+k ·(Q3−Q1)] with k = 1.5
and denote the upper boundary as out. For each newly created redescription R′,
we compute sc(R′) = minR′′∈Rscore(R′, R′′). If the redescription set contains a
redescription with preferred quality score compared to newly created redescription
R′, the sc(R′) will be negative, thus the produced redescription is not allowed
to expand the redescription set. Alternatively, if a newly created redescription
has a positive score difference when compared to every redescription currently
found in the redescription set, we require its difference to be at least as great
as the computed value out from the set of score differences for redescriptions
contained in the redescription set (sc(R′) ≥ out). If this condition is satisfied,
the redescription is added to the redescription set, thus increasing its size (line 16
in Algorithm 2). Redescription satisfying this strict criterion has an exceptional
quality, compared to all other redescriptions in the set. This can occur, for instance,
if a redescription with maximal accuracy is found that describes a part of element
and attribute space not explored by any redescription from the redescription set.
If the required condition is not satisfied, newly created redescription is used to
optimize the redescription set, possibly replacing some existing member. We are
very conservative in increasing redescription set size suggested by the user because
small sets are easier to explore thus preferable in redescription mining setting [8].
The redescription set expansion follows the general algorithm structure defined in
the work by Bringmann et. al.([4]), though instead of enumerating all patterns,
we optimize the set by creating and discarding a large number of redescriptions
at each iteration. This makes the proposed algorithm memory efficient and allows
redescription set optimization to be performed very quickly.

The algorithm can use three types of logical operators (disjunction, conjunction
and negation) where using disjunction operators increases redescription accuracy
and support (lines 22-33 in Algorithm 2). For a redescription R = (q1, q2), we find
rules r that maximize:

1. J(supp(q1 ∨ r)\supp(R), supp(q2)\supp(R))
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Algorithm 2 MineRed
Input: RW1, RW2, expansion type, ConstSet, iteration number, opSet, elFreq, attrFreq, red-

ScoreEl, redScoreAt
Output: A set of redescriptions R
1: procedure MineRed
2: expansionSet ← returnExpansionSet(expansionType, opSet, RW1, RW2,

SRW1, SRW2)
3: for R′ ∈ expansionSet do
4: if (|R|<ConstSet.MaxRed AND Const.SetSize==Fixed) OR

(|R|<max(20,ConstSet.MinRed) AND Const.SetSize!=Fixed) then
5: updateFrequencies(elFreq, attrFreq, R’)
6: R← R∪R′

7: if (|R|==ConstSet.MaxRed AND Const.SetSize==Fixed) OR
(|R| == max(20,ConstSet.MinRed) AND Const.SetSize!=Fixed) then

8: for R ∈ R do
9: computeScores(elFreq,attrFreq, redScoreEl, redScoreAt, redDstC, R)

10: if Const.SetSize!=Fixed then
11: Stats← computeStatistics(R)
12: else if (|R|==ConstSet.MaxRed AND Const.SetSize==Fixed) OR

(|R| ≥max(20,ConstSet.MinRed) AND Const.SetSize!=Fixed) then
13: if Const.SetSize!=Fixed AND expand(R,R′)==TRUE then
14: R← R∪R′

15: updtFreqAndScores(elFreq, attrFreq, redScoreEl, redScoreAt,redDstC, R’)
16: Stats← computeStatistics(R)
17: continue
18: compScore(elFreq,attrFreq, redScoreEl, redScoreAt, redDstC,R’)
19: Rb ← argmaxR∈R score(R′, R)
20: updtFreqAndScores(elFreq, attrFreq, redScoreEl, redScoreAt,redDstC, R’, R)
21: R← R\Rb ∪R′

22: if ∨ ∈ opSet then
23: for R∈ R do
24: if expansionType==unguidedExpansion AND iteration==0 then
25: ind← 0
26: else
27: ind← newRuleIt
28: r′W1

← argmax(R.maxRef(r), R.maxRef(¬r), r ∈ RW1ind
∪ SRW1)

29: Rref ← (r′W1
∨R.rW1 ×R.rW2)

30: r′W2
← argmax(Rref .maxRef(r), Rref .maxRef(¬r), r ∈ RW2ind

∪ SRW2)

31: Rref ← (Rref .rW1 × r′W2
∨R.rW2)

32: updtFreqAndScores(elFreq, attrFreq, redScoreEl, redScoreAt,redDstC ,R, Rref )
33: R← R\R ∪Rref

34: return R

2. J(supp(q1 ∨ ¬r)\supp(R), supp(q2)\supp(R))
3. J(supp(q1)\supp(R), supp(q2 ∨ r)\supp(R))
4. J(supp(q1)\supp(R), supp(q2 ∨ ¬r)\supp(R))

The rule r is found so that it covers elements that are supported by q2 but not by
q1 (R.maxRef(r′), r′ ∈ RW1) and vice versa.

3.2 Algorithm time complexity

We train one predictive clustering tree model and a set of weak PCT learners con-
tained in the random forest. Work from Stojanova et. al [29] shows that predictive
clustering tree construction has the worst time complexity of O(z · m · |E|2) to
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completely induce the tree, where m denotes the number of descriptive variables
in a selected view and z the total number of internal nodes in the tree. The number
of PCT models in a random forest is a constant defined by the user which makes
the complexity of training all PCT models equal to O(z ·m · |E|2) .

The elements are stored in the HashSet and the HashMap data structure with
open addressing which have the time complexity of O(1) for add, remove, contains
and size assuming the hash function behaves in a random enough manner (uniform
hashing).

As described in our previous work ([22]), the initialization step has the com-
plexity of O(|E| ·(|V1|+ |V2|)), the PCT to rules transformation has the complexity
of O(z), creation of redescriptions O(z2 · |E|) and O(z ·d · |E|) if we have a balanced
tree, where d equals the tree depth, which is a constant. Updating the attribute
and element frequency tables and the total redescription scores has the complexity
of O(|E|+ d) in average case and O(z2 · (|E|+ d)) in the worst case when the set
size grows proportionally with the number of created redescriptions. The compu-
tation of rules containing negation and disjunction operators has a complexity of
O(z · |E|).

The minimization procedure has the time complexity of O(|R| · ((a+a′) · |E|+
(a3+a′3)·|E|)), where a, a′ represent the number of attributes in redescription rules
which are constrained with the tree depth d (or a constant multiple of d in case of
rules containing disjunctions). Since we have a an expandable set of redescriptions,
the greatest possible number of redescriptions is a multiple of z2. Thus, the worst
case time complexity of the minimization procedure is O(z2 ·d3 ·|E|2) or O(z2 ·|E|2)
since d is a constant. In practice, due to very strict constraints, the size of a
redescription set is very close to user suggested value and can be considered a
constant. Thus, the average time complexity is O(d3 · |E|) or O(|E|), since d is a
constant.

The total algorithm average time complexity equals: O(z · (|V1|+ |V2|) · |E|2 +
z2 · |E|) while the worst time complexity, assuming inadequate hashing function
and a large resulting redescription set, is O(z · (|V1|+ |V2|+ z) · |E|2).

Optimizations that could speed up computing redescriptions include Local Sen-
sitive Hashing [5] and the use of rule indexing that allows combining only those
rules certain to cross the user defined thresholds if redescription accuracy con-
straints are defined.

4 Algorithm evaluation and comparison

In this section, we evaluate different extensions of the CLUS-RM algorithm and
compare redescriptions produced by our algorithm with the current state of the
art algorithms ReReMi [11], Split trees and Layered trees [34]. The algorithms
are compared on three datasets with different properties. Since the Split trees and
the Layered trees algorithms do not work with data containing missing values,
we make comparison analysis only with the ReReMi algorithm on the Country
dataset. On this dataset, we evaluate redescription accuracy by using two differ-
ent measures: the pessimistic Jaccard index and the query - non missing Jaccard
index presented in our previous work [22]. We use the notation from Galbrun and
Miettinen [8] to denote E1,1 = supp(q1) ∩ supp(q2), E1,0 = supp(q1)\supp(q2),
E0,1 = supp(q2)\supp(q1), E1,? = supp(q1) ∩missing(q2), E?,1 = missing(q1) ∩
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supp(q2), where R = (q1, q2) and missing(q) represents a set of elements contain-
ing missing values for some attribute in q. Pessimistic Jaccard index is defined
as: Jpes(R) =

|E1,1|
|E1,0|+|E0,1|+|E1,1|+|E1,?|+|E?,1|+|E0,?|+|E?,0|+|E?,?| and the query-non

missing Jaccard index as: Jqnm(R) =
|E1,1|

|E1,0|+|E0,1|+|E1,1|+|E1,?|+|E?,1| . These two
measures are used because they guarantee that each element found in redescription
support has defined values for all attributes in a whole query, if only conjunction
operators are used, or in a part of a query describing this element subset, if all
operators are used. Query non-missing Jaccard is more optimistic than pessimistic
Jaccard (Jpess ≤ Jqnm), because it disregards elements having undefined value for
both redescription queries. We used the Siren tool [9] to perform redescription
mining with ReReMi, Split trees and Layered trees algorithms.

4.1 Evaluation data

Evaluations and comparisons are performed on three datasets with different char-
acteristics.

– The Country dataset [30,32,13] describes 199 different countries in the year
2012. The dataset has two views, both containing numerical attributes with
possible missing values. The first view contains 49 attributes with country
information obtained from the World Bank. The second view contains 312 at-
tributes obtained from the UNCTAD database representing the ratio of import
and export of a commodity compared to total import or export of a country
in the year 2012.

– The Bio dataset [23,17,11] describes 2575 geographical locations in Europe.
The dataset contains information about climate conditions (48 numerical at-
tributes) for a certain location and the information about the presence of mam-
mal species (194 boolean attributes) on these locations. The climate condi-
tion attributes contain average, maximum, minimum temperature and average
monthly precipitation.

– The DBLP dataset [6,11] contains information about authors of scientific pa-
pers (6455 authors in total). The first view describes the author-conference
bipartite graph (304 boolean attributes) and the second view describes the
co-authorship network (6455 boolean attributes). This dataset is very sparse
which makes it hard to find highly accurate redescriptions.

4.2 Algorithm parameters

In this section we explain all the parameters and settings used to perform evalua-
tions and comparisons with various redescription mining algorithms.
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Table 4: Constraints on redescriptions used by all current RM algorithms.

Constraint Value range Usual method of selecting a value
minimal Jaccard index [0, 1] This parameter is obtained by experimentation. While the goal is

to get as highly accurate redescriptions as possible, it is sometimes
necessary to lower the initially set minimal Jaccard index to obtain
redescriptions. In general, higher Jaccard index increases redescrip-
tion accuracy but decreases diversity.

maximal p-value [0, 1] This parameter is usually set to one of the two values: 0.05 or 0.01
since it denotes the significance level used as a threshold to accept
redescriptions.

minimal support [1, |E|] This parameter is usually set to values > 1, since describing only
one entity is rarely interesting. Setting the threshold is domain
specific. It depends on what kind of groups with respect to the
size might be interesting to the domain expert. Redescriptions with
very large support (> 0.8 · |E|) usually have lower theoretical and
empirical statistical significance since it is easier to obtain high ac-
curacy by random sampling of queries with such a large support.
Also, these queries contain large part of the value distribution for
the attributes used in its queries thus random permutation of val-
ues between entities has smaller effect on the accuracy of such re-
descriptions.

For all algorithms, we used maximal p-value threshold of 0.01 (the strictest
significance level). The minimal Jaccard index was set to 0.2 level for the DBLP
dataset (based on results presented in [11], Table 6.1, p. 46), 0.6 level for the Bio
dataset (based on results in [11], Table 7, p. 301) and 0.5 level for the Country
dataset (obtained by experimentation). Minimal support was set to 10 elements
for the DBLP (based on [11], p. 46) and the same value is used for the Bio dataset.
Minimal support is set to 5 elements for the Country dataset, since this dataset
contains substantially smaller amount of elements and redescriptions describing
properties of 5 different countries still seem interesting.

The algorithm specific parameter values used to create redescriptions are listed
below.

– CLUS-RM - allows specifying maximum support which was set to 5036 for the
DBLP dataset, 2060 for the Bio dataset and 120 for the trade dataset. Since it
is possible to obtain redescriptions that describe all elements in the dataset by
using disjunction, conjunction and negation operators, we set the maximum
support to disallow such redescriptions. We used the average tree depth 8 for
all datasets (this effectively determines the maximal number of attributes oc-
curring in produced rules). 120 iterations were performed on the Bio and the
DBLP dataset and 800 iterations on the Country dataset. Larger number of it-
erations produces larger variety of redescriptions. Since the Country dataset is
much smaller than the DBLP and the Bio dataset, we could run larger number
of iterations with smaller execution times than those obtained on the DBLP
and the Bio dataset. We used regression trees in all experiments with random
forest containing 50 trees (our estimate is that middle-sized workstations and
smaller servers are already capable of running 50 threads in parallel, thus we
used maximally 50 trees in the forest).

– ReReMi - we used LHS/RHS max number of variables = 15, min contribution
= 3, min uncovered = 200. For the DBLP dataset we set max number of pairs
= 1000, Batch output = 10 and Batch capacity = 50, for the Bio dataset we
used max number of pairs = 200. Batch output and Batch capacity parameters
were at their default values 1 and 4 respectively. For the view containing numer-
ical values we used the default values. We also created redescription sets with
the ReReMi algorithm that used only conjunction and literal level negation
operators by using equivalent values of other setup parameters as to construct
sets that were generated by using all operators. On the Country dataset, we
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used max product buckets = 200, max number of pairs = 1000, for the set
in which we allowed using only logical conjunction operator and max number
of pairs = 500 in case in which we mined redescriptions by using all logical
operators.

– Split trees and Layered trees - we used max rounds = 1000, and max tree depth
= 15.

Explanations of all parameters used for the ReReMi, Split trees and Layered trees
algorithm can be seen on the web page of the tool Siren: http://siren.gforge.
inria.fr/_static/miner_confdef.xml. Values for parameters min contribution
and min uncovered were set after discussion with the authors of the tool, param-
eters specifying maximal number of attributes, bathc output, capacity and max-
imal number of pairs were increased compared to default values to obtain larger
number and more accurate redescriptions. After obtaining redescriptions with the
ReReMi, Split trees and Layered trees algorithm, we used the Filter redundant
redescriptions option to remove duplicate and redundant redescriptions with the
max overlap option equal to 0.99.

For the evaluation of the CLUS-RM algorithm extensions, we use the same
algorithm parameters as specified earlier. The exception is the number of iterations
for the DBLP dataset which is set to 40. Also, we optimize a set containing 200
redescriptions.

4.3 Evaluating CLUS-RM extensions

In this section, we evaluate the effects of (a) using random forest based augmen-
tation and (b) redescription set creation of user suggested size without specifying
redescription accuracy constraints. First, we create a redescription set by using
CLUS-RM with one PCT by using parameters specified in Section 4.2. Next, we
use random forest based augmentation, with identical parameters and 50 trees in
the forest, to optimize the set of the same size. The final experiment uses ran-
dom forest based augmentation with identical parameters as before but without
specifying redescription accuracy constraints and by allowing set expansion. In
all experiments, we fix one random initialization for the initial step and use it to
obtain all redescription sets. Also, random seeds of PCTs and the random forest
is preserved between the experiments. In this way, we can explore the effects of
different modifications made to the original CLUS-RM algorithm.
The experimental results related to the described extensions are presented in Fig-
ures 2,3,4 and 5.

4.3.1 Effects of using random forest based augmentation

The evaluation on the Country data, presented in Figure 2, reveals that using
random forest based augmentation in fact decreases redescription set accuracy.
The Country dataset contains a small number of elements, thus the algorithm
manages to create very optimized set by using only one PCT. The large number
of additional, diverse, redescriptions created with the random forest of PCTs is
used to describe elements that are not described often in the set by using different
subsets of attributes. This is reflected by lower average element and attribute
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Fig. 2: Comparisons of redescription sets of size 200 produced by CLUS-RM using
one PCT (CL-E), a PCT and a random forest containing 50 PCTs (CLRF-50T-E),
and the CLUS-RM with flexible set size without specifying redescription accuracy
using a PCT and a random forest containing 50 PCTs (CLRF-50T-F). The com-
parison is performed on the Country data.

Jaccard index in the set produced with the algorithm using random forest based
augmentation. The algorithm iteratively describes the fraction of elements that can
be described very accurately until the occurrence frequency of these elements in
redescriptions does not become to high. When this happens, a number of accurate
redescriptions are replaced with redescriptions that increase diversity but have
lower accuracy. According to the one - tailed Mann - Whitney U test of statistical
significance, the redescription set produced by using random forest tends to contain
redescriptions with smaller average element (significant with p = 0.01381) and
attribute Jaccard index (significant with p < 2.2 · 10−17) when query non-missing
Jaccard was used and with smaller average attribute Jaccard index (significant
with p = 1.6 · 10−9) when pessimistic Jaccard was used. Additional benefit of
using random forest based augmentation on this set is that the produced set tends
to have smaller query size in redescriptions (significant with p = 0.01677) when
query non-missing Jaccard was used and (significant with p = 8.4 · 10−14) when
pessimistic Jaccard was used.

To show that using random forest also increases the number of highly accu-
rate redescriptions, we perform an additional experiment on the Country data by
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Fig. 3: Comparison of number of produced redescriptions with accuracy ≥ 0.9 by
the CLUS-RM and the augmented variant with random forest containing 50 PCTs.

Fig. 4: Redescription accuracy distribution comparison between a set created by
CLUS-RM and the augmented variant with random forest with 50 PCTs.

using query non-missing Jaccard index as accuracy measure. In this experiment,
we set very strict accuracy threshold (minimal Jaccard index ≥ 0.9) required for
redescription to be considered as a candidate to optimize redescription set. We
return all distinct, highly accurate redescriptions created by CLUS-RM in 300
algorithm iterations by using one PCT and a PCT with random forest of PCTs.
The change of number of highly accurate redescriptions through iterations are
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Fig. 5: Comparisons of redescription sets of size 200 produced by CLUS-RM using
one PCT (CL-E), a PCT and a random forest containing 50 PCTs (CLRF-50T-E),
and the CLUS-RM with flexible set size without specifying redescription accuracy
using a PCT and a random forest containing 50 PCTs (CLRF-50T-F). The com-
parison is performed on the Bio data (left) and the DBLP data (right).

presented in Figure 3 and the comparative histogram displaying redescription ac-
curacy distribution is shown in Figure 4.

The results presented in Figures 3 and 4 demonstrate the superior number of
highly accurate redescriptions created by CLUS-RM algorithm augmented with
random forest containing 50 PCTs. The difference between the number of gener-
ated highly accurate redescriptions increases at each algorithm iteration.

Using random forest based augmentation to create redescriptions on the Bio
dataset, presented in Figure 5, allows creating redescription set containing re-
descriptions that tend to have higher accuracy (p = 3.96 · 10−11) than those pro-
duced when only one PCT is used. It also tends to have smaller average attribute
Jaccard index (p = 5.1 · 10−5).

On the DBLP dataset (see Figure 5), using random forest allows creating
redescription set that tends to contain redescriptions with higher accuracy (p =
0.01088) than those produced when only one PCT is used. Average element and
attribute Jaccard index tend to be lower in the redescription set produced by
using random forest, both with p < 2.2 · 10−16. Redescription query size tends to
be lower in the redescription set produced by using random forest (p = 0.04614).
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The experimental results presented in Figures 2 and 5 suggest that using ran-
dom forest in CLUS-RM allows creating redescription sets with significantly lower
average attribute Jaccard index on all used datasets which is important for ex-
ploring different associations. The same experiments suggest that it often results
in obtaining significantly smaller redescription queries which is important for re-
description understandability. The results presented in Figures 3, 4 and 5 show
that it significantly increases redescription accuracy.

Since our method optimizes multiple objective criteria, it is not always possi-
ble to obtain domination even when the number of highly accurate redescriptions
increases. This is visible from the results presented in Figures 2, 3 and 4. Here we
can see that although the method augmented with random forest produces signif-
icantly larger number of highly accurate redescriptions, the overall redescription
accuracy in the optimized redescription set decreases. The reason for this is that
the benefits of describing larger number of diverse elements from the dataset by us-
ing more diverse attributes using redescriptions with smaller queries outweighs the
benefits of adding more accurate but redundant and more complex redescriptions.
On the DBLP dataset, the augmented model outperforms the basic algorithm on
all measures (though it has slightly smaller redescription support).

4.3.2 Effects of creating redescription set of variable size without specifying
accuracy constraints

The automatic set expansion procedure used on the Country dataset (Figure 2) in-
creased the size of redescription set from initial 200 to 218 when query non-missing
Jaccard was used. 10 redescriptions out of 18 have the maximal accuracy 1.0. The
difference in accuracy between the set obtained by setting the redescription ac-
curacy threshold and the set obtained without setting the threshold is not sta-
tistically significant. When pessimistic Jaccard was used, the procedure increased
the size of redescription set with 35 additional redescriptions. However, the trade-
off between accuracy and diversity resulted in lowering redescription accuracy to
reduce the element and attribute diversity.

The redescription accuracy in the set created without specifying accuracy con-
straints on the Bio dataset (Figure 5) is not significantly different from that created
with the fixed accuracy threshold.

On the DBLP dataset (Figure 5), the difference in accuracy between redescrip-
tion set created by specifying redescription accuracy threshold and the set created
without specifying this threshold is not statistically significant.

The results on all datasets, with the exception of using pessimistic Jaccard
on the Country dataset, demonstrate that no significant drop in redescription
accuracy occurs when redescription accuracy threshold is not set. The drop in
accuracy occurs because of the trade-off between diversity, query size and accuracy.

4.4 Comparison with state of the art methods

Redescription mining algorithm comparison was mainly done in the literature by
selecting and discussing properties of individual redescriptions. We try to make
objective evaluation of redescription sets produced by different algorithms by using
the same set of redescription constraints. Another condition we imposed is to
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have the same size of the final redescription sets. This is done by first finding
redescription set with the ReReMi, Split trees, Layered trees algorithm, and then
forcing the same size of the redescription set on the CLUS-RM, since it produces
much more redescriptions than these algorithms.

The results are divided based on usage of logical operators. In the first ex-
periment we allow using disjunctions, conjunctions, negations (DCN) and in the
second experiment only conjunctions and negations (CN). For the generated re-
description sets, we plot comparative boxplots for the Jaccard index, the log10
of the p − value, the average element and attribute Jaccard index and the re-
description query size. We also compute the Man-Whitney U test to assess the
statistical significance of the difference in algorithm performance. We only analyse
redescription sets containing at least 10 redescriptions satisfying constraints. As
a consequence, we can not make comparisons with Split trees and Layered trees
algorithm in the CN mode on the DBLP and Bio dataset, and with Layered trees
algorithm on the DBLP dataset in the DCN mode. We perform comparisons on the
Country data only with ReReMi algorithm - by using only conjunction operator
in CN mode. Other algorithms can not work on data containing missing values.

4.4.1 Comparison on the Country dataset

Comparative results on the Country dataset that contains missing values are ob-
tained by optimizing Jpes with ReReMi algorithm and recalculating the score for
each redescription to Jqnm. An optimized redescription set with the CLUS-RM
was also created by using the pessimistic Jaccard index as one of the optimization
criteria. The resulting sets are compared based on several quality criteria.

The results in Figure 6 show that the redescription set produced by our ap-
proach has higher median for redescription accuracy when all operators are used
and query non-missing Jaccard is used to evaluate redescription accuracy. A slightly
broader distribution is a result of redescription diversification. The Mann-Whitney
U test of statistical significance shows that the set produced with CLUS-RM tends
to contain more accurate redescriptions (significant with p = 4.545 · 10−5), it also
tends to contain more significant redescriptions (significant with p = 2 · 10−9).
The redescription set produced by the CLUS-RM tends to contain redescriptions
with lower average element and attribute Jaccard index and with smaller query
size (significant with p < 2.2 · 10−16). Redescriptions in the set produced by the
CLUS-RM tend to contain redescriptions with smaller support (significant with
p < 2.2 · 10−16). When only conjunction operators are allowed and query non-
missing Jaccard is used, all measured quality criteria, except the average element
Jaccard index, show that redescription set produced by CLUS-RM has significant
advantage over ReReMi produced set. p-values obtained with one - tailed Mann-
Whitney U test, presented in redescription quality criteria order as in Figure 6,
are pJ = 1.9 · 10−7, psupp = 9.9 · 10−5, ppV al = 1.3 · 10−6, pEJ = 0.795, pAJ =
9.3 ·10−15, psize = 0.0007. Redescription set (DCN) produced by ReReMi has the
element coverage (EC) 1.0, the attribute coverage (AC) 0.35 and the set (CN) has
EC = 0.53, AC = 0.36. The redescription set (DCN) produced by CLUS-RM has
EC = 0.99 and AC = 0.59 and the set (CN) has EC = 0.56, AC = 0.36.

When pessimistic Jaccard index is used (Figure 7) to evaluate redescription
accuracy, the redescription set created by CLUS-RM contains redescriptions that
tend to have lower accuracy compared to ReReMi algorithm (p = 0.01559),
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Fig. 6: Comparison of redescription sets produced by CLUS-RM and ReReMi
algorithms on the Country dataset. Redescription accuracy is evaluated with the
query non-missing Jaccard index.

they tend to have smaller support (p = 8.84 · 10−16), lower redescription p-
value (p = 3.88 · 10−07), lower average element (p = 2.076 · 10−14) and at-
tribute (p < 2.2 · 10−16) Jaccard index and smaller redescription query size
(p < 2.2 · 10−16). When only conjunction operators are used, the CLUS-RM pro-
duced set contains redescriptions that tend to have higher redescription accuracy
(p = 7.873 · 10−7), larger redescription support (p = 0.00074), lower redescription
p-value (p = 4.956 · 10−6), lower average attribute Jaccard index (p = 0.02652)
and smaller redescription query size (p = 0.001727). Redescription set created by
CLUS-RM by optimizing pessimistic Jaccard index has EC = 1.0 and AC = 0.5
in the DCN mode, and EC = 0.39 and AC = 0.31 in the CN mode. The ele-
ment coverage is slightly lower compared to ReReMi produced redescription set in
the CN mode while the attribute coverage is comparable in CN mode and higher
for CLUS-RM in the DCN mode. While ReReMi returned 2 redescriptions with
Jpess = 1.0, CLUS-RM produced redescription set with 15 such redescriptions.

4.4.2 Comparison on the Bio dataset

Comparison results of redescription sets produced by CLUS-RM and ReReMi al-
gorithm on the Bio dataset are presented in Figure 8.

4.7. RELATED PUBLICATIONS 79



Redescription mining augmented with RF of multi-target PCTs 23

N
or

m
. q

ue
ry

 s
iz

e

0.2
0.4
0.6
0.8

CLRF−50T ReReMi

Country−DCN (120), J−Pess

CLRF−50T ReReMi

Country−CN (36) J−Pess

A
ttr

ib
ut

e 
Ja

cc
ar

d

0.00
0.05
0.10
0.15
0.20
0.25

CLRF−50T ReReMi

Country−DCN (120), J−Pess

CLRF−50T ReReMi

Country−CN (36) J−Pess

E
le

m
en

t J
ac

ca
rd

0.0
0.1
0.2
0.3
0.4

CLRF−50T ReReMi

Country−DCN (120), J−Pess

CLRF−50T ReReMi

Country−CN (36) J−Pess

Lo
g(

p−
va

lu
e)

−15

−10

−5

CLRF−50T ReReMi

Country−DCN (120), J−Pess

CLRF−50T ReReMi

Country−CN (36) J−Pess

N
or

m
. s

up
po

rt

0.0
0.2
0.4
0.6

CLRF−50T ReReMi

Country−DCN (120), J−Pess

CLRF−50T ReReMi

Country−CN (36) J−Pess

Ja
cc

ar
d 

in
de

x

0.5
0.6
0.7
0.8
0.9
1.0

CLRF−50T ReReMi

Country−DCN (120), J−Pess

CLRF−50T ReReMi

Country−CN (36) J−Pess

Fig. 7: Comparison of redescription sets produced by CLUS-RM and ReReMi
algorithms on the Country dataset. Redescription accuracy is evaluated with the
pessimistic Jaccard index.

The comparison results on the Bio dataset suggest that redescription set cre-
ated by CLUS-RM contains redescriptions that tend to have higher accuracy
compared to ReReMi algorithm (p = 1.599 · 10−5) when all logical operators
are used to create redescriptions. They also tend to have lower redescription
p-values (p = 2.052 · 10−9), lower average element (p < 2.2 · 10−16) and at-
tribute (p = 7.24 · 10−8) Jaccard index as well as smaller redescription query
size (p = 0.03107). However, they also tend to have smaller redescription support
(p < 2.2 · 10−16). Our approach finds many redescriptions closer to minimal sup-
port boundary on the Bio dataset which complements ReReMi redescriptions that
have a drift towards redescriptions with maximum support as reported in the work
from Galbrun ([11]). When only conjunction operators are used to create redescrip-
tions, our approach created redescription set that tends to contain more accurate
redescriptions (p = 8.31 · 10−15), lower average element (p = 1.403 · 10−15) and
attribute (p = 7.666 · 10−16) Jaccard index and smaller redescription query size
(p = 6.156 · 10−5). It also tends to contain redescriptions with smaller redescrip-
tion support (p = 1.71 · 10−15). The redescription set produced with ReReMi
algorithm has EC = 1.0 and AC = 0.39 in DCN mode while CLUS-RM produced
redescription set has EC = 0.93 and AC = 0.59. In the CN mode, the ReReMi
produced redescription set has EC = 0.98 and AC = 0.37 while CLUS-RM pro-
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Fig. 8: Comparison of redescription sets produced by CLUS-RM and ReReMi
algorithms on the Bio dataset.

duced redescription set has EC = 0.95 and AC = 0.52. The redescription sets
produced with ReReMi and CLUS-RM have comparable element coverage but the
redescription set produced with CLUS-RM has higer attribute coverage.

The comparison results of redescription sets produced by CLUS-RM, Split trees
and Layered trees algorithm on the Bio dataset is available in Figure 9.

We perform comparisons of redescription sets created by CLUS-RM, Split trees
and Layered trees algorithms by using all logical operators to construct redescrip-
tions. The results suggest that the redescription set produced by CLUS-RM con-
tains redescriptions that tend to have higher accuracy (p = 2.738 · 10−15), lower
redescription p-value (p = 0.02165), lower average element (p = 2.464 · 10−11) and
attribute (p = 3.47 · 10−16) Jaccard index and smaller redescription query size
(p = 0.02877) compared to the redescription set created by Split trees algorithm.
However, CLUS-RM produced redescription set also contains redescriptions that
tend to have a smaller support (p = 1.092 · 10−14). The CLUS-RM produced re-
description set has EC = 0.75 and AC = 0.57 while the Split trees algorithm
produced redescription set with EC = 0.98 and AC = 0.32. The redescription set
produced with CLUS-RM contains redescriptions that tend to have higher accu-
racy (p = 2.978 · 10−7), lower redescription p-value (p = 0.04076), lower average
element (p = 5.691 · 10−8) and attribute (p = 0.01856) Jaccard index and smaller
redescription query size (p = 0.0006035) compared to redescription set created by
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Fig. 9: Comparison of redescription set produced by CLUS-RM with the set pro-
duced by Split trees (left) and Layered trees (right) on the Bio dataset.

Layered trees algorithm. The redescription set produced by the CLUS-RM algo-
rithm contains redescriptions that tend to have smaller support than redescrip-
tions contained in the redescription set produced by the Layered tree algorithm
(p = 1.721 · 10−8). The redescription set produced by CLUS-RM algorithm has
EC = 0.74 and AC = 0.45 while the redescription set produced by Layered trees
algorithm has EC = 1.0 and AC = 0.53.

Lower element coverage in CLUS-RM produced redescription set compared
to redescription sets produced by Layered trees and Split trees algorithms is the
consequence of a relatively small redescription set size: 49 and 30 redescriptions.

4.4.3 Comparison on the DBLP dataset

The comparison results of redescription sets produced by CLUS-RM, ReReMi
and Split trees algorithm on the DBLP dataset is available in Figure 10. The
DBLP dataset is very sparse and it is difficult to produce many highly accu-
rate redescriptions. The results suggest that the redescription set produced by
CLUS-RM algorithm contains redescriptions that tend to have higher accuracy
(p < 2.2 · 10−16) and higher redescription support (p = 1.23 · 10−10), smaller re-
description query size (p = 0.005913) compared to redescription set produced by
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the ReReMi algorithm when all logical operators were used to create redescrip-
tions. Though, the redescription set produced by CLUS-RM contains redescrip-
tions that tend to have higher redescription p-value (p = 2.466·10−14) and average
element (p < 2.2 · 10−16) and attribute (p < 2.2 · 10−16) Jaccard index. The re-
description set produced by CLUS-RM has EC = 0.99 and AC = 0.06 while the
redescription set produced by ReReMi has EC = 0.781 and AC = 0.326. Since the
authors form examples and attributes in this dataset, one potential explanation
for smaller attribute coverage by CLUS-RM is that it concentrated the search to
parts of DBLP network that can be described very accurately which constrained
the diversity of authors and conferences occuring in redescription queries. This
conclusion is also indicated by the higher attribute and element Jaccard index
of the produced redescriptions which is visible on all performed experiments on
this dataset. When only conjunction operators were used, the redescription set
produced by CLUS-RM contains redescriptions that tend to have higher accuracy
(p < 2.2 · 10−16), though they tend to have smaller support (p = 2.133 · 10−5),
higher element (p < 2.2 · 10−16) and attribute (p < 2.2 · 10−16) Jaccard index and
larger redescription query size (p = 9.94 · 10−15). The redescription set produced
by the CLUS-RM algorithm has EC = 0.044 and AC = 0.028 while redescription
set produced by ReReMi has EC = 0.188 = and AC = 0.044.

The comparison with the redescription set produced by Split trees algorithm,
available in Figure 10 (right), shows that redescription set produced by CLUS-
RM algorithm contains redescriptions that do not have significant difference in
accuracy, support and redescription p-value compared to redescriptions contained
in the set created by Split trees algorithm, they tend to have redescriptions with
smaller query size (p = 1.145 · 10−7) but they also tend to have larger average
element (p = 0.0003779) and attribute (p = 1.516 · 10−8) Jaccard index. The
redescription set produced by CLUS-RM has EC = 0.067 and AC = 0.028 while
redescription set produced by Split trees has EC = 0.085 and AC = 0.049.

The results presented in this section lead us to conclude that the CLUS-RM
algorithm outperforms other redescription mining approaches in the CN mode
with respect to redescription accuracy. With the exception of the DBLP data, it
also tends to have smaller average attribute Jaccard index, smaller redescription
p-values and smaller query size. In the DCN mode, the approach outperformed
other approaches in redescription accuracy, with the exception of the ReReMi
algorithm when pessimistic Jaccard index is used to evaluate redescriptions on the
Country dataset, and the Split trees on the DBLP dataset, where the difference
in accuracy is not statistically significant.

The majority of produced redescriptions by the CLUS-RM contain conjunction
and negation operators as opposed to redescriptions produced by other approaches
that mostly contain disjunction operators. CLUS-RM uses disjunction operators
sparingly by design because it requires redescriptions to have the accuracy larger
than the minimal accuracy threshold in order to apply disjunction operator. This
disallows CLUS-RM to create different disjunction - based redescriptions that
describe unrelated parts of element space (and can have very high accuracy). Such
redescriptions are found by ReReMi algorithm which is discussed by Galbrun [11].
This affects the number of highly accurate redescriptions produced by the CLUS-
RM compared to other approach in DCN mode.
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Fig. 10: Comparison of redescription sets produced by CLUS-RM and ReReMi
algorithms (left), and the CLUS-RM and Split trees algorithm (right) on the DBLP
dataset.

4.5 Redescription examples

In this section, we present top two redescriptions, by accuracy, found by each ap-
proach on the datasets used for evaluation. If there are multiple candidates with
the same accuracy we choose redescriptions with shorter query size or smaller
p-value. We compare these redescriptions by their structure and quality. The ex-
planation of the meaning of these redescriptions along with a list describing all
used attributes in redescription queries of these examples can be seen in Online
resource 1.

4.5.1 Examples produced on the Country dataset

Redescriptions presented in Table 5 show that both CLUS-RM and ReReMi man-
aged to find two redescriptions with maximal accuracy 1.0 with both Jaccard index
variants. Redescriptions found by CLUS-RM have lower p-value and larger sup-
port. Structurally, redescriptions created with CLUS-RM contain only conjunction
operators, while two redescriptions produced by ReReMi contain complex queries
containing conjunction and disjunction operators. This makes CLUS-RM produced
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redescriptions easier to understand. Redescriptions produced by CLUS-RM con-
tain longer queries describing countries by using general country information (the
first presented query in the pair) while ReReMi produced redescriptions contain
longer queries describing countries by their trading patterns (the second presented
query in the pair).

Table 5: Examples produced by RM algorithms on the Country dataset

Redescriptions J supp p-value Algorithm

0.1 ≤ PG ≤ 1.1 ∧ 64.4 ≤ POP15−64 ≤
68.1 ∧ 51.7 ≤ CC ≤ 171.0

0.2 ≤ E/I41 ≤ 2.2 ∧ 0.3 ≤ E/I61 ≤ 4.9 ∧
0.6 ≤ E/I80 ≤ 1.3 ∧ 0.0 ≤ E/I95 ≤ 0.5

1.0 11 2.2 · 10−12 CLUS-RM
(Jqnm)

7.3 ≤ CR_COV ≤ 100 ∧ 15.5 ≤ P64 ≤
21.1 ∧ −2.4 ≤ BAL ≤ 14.4 ∧ 73.3 ≤
EMSF ≤ 91.5 ∧ 6.2 ≤ ST ≤ 166.6

0.0 ≤ E/I46 ≤ 0.95 ∧ 0.7 ≤ E/I83 ≤ 4.3 ∧
17.0 ≤ I26 ≤ 26.0 ∧ 10.0 ≤ I14 ≤ 22.0

1.0 14 1.5 · 10−13 CLUS-RM
(Jqnm)

1.1 ≤ AGR_F ≤ 7.8 ∧ 3.1 ≤ M ≤ 6.2 ∧
34.1 ≤ EIM ≤ 49.4

1.1 ≤ E/I92 ≤ 2.3 ∧ 9.0 ≤ E91 ≤ 16.0 ∧
0.5 ≤ E/I20 ≤ 1.4 ∧ 1.0 ≤ I71 ≤ 1.0

1.0 8 6.4 · 10−11 CLUS-RM
(Jpess)

0.1 ≤ PG ≤ 0.7 ∧ 17.2 ≤ P64 ≤ 20.8 ∧
13.7 ≤ RP ≤ 32.1

3.0 ≤ E66 ≤ 6.0 ∧ 1.0 ≤ E/I14 ≤ 1.1

1.0 7 2.4 · 10−10 CLUS-RM
(Jpess)

M ≤ 95.5 ∧ 75.9 ≤ LF ∧ 1.9 ≤ PG

((94.0 ≤ I97 ≤ 99.0 ∧ E/I69 ≤ 0.03) ∨ 31.0 ≤
E22 ≤ 34.0 ∨ 5.382 ≤ E/I43 ≤ 7.813) ∧
1.0 ≤ E37

1.0 10 6.3 · 10−12 ReReMi
(Jqnm)

M ≤ 6.2 ∧ 15.3 ≤ P64 ≤ 17.8169

(2.0 ≤ I82 ≤ 2.0 ∨ 0.7 ≤ E/I85 ≤ 1.6) ∧
1.0 ≤ E76 ≤ 3.0 ∧ 0.5 ≤ E/I25 ≤ 1.4 ∧ 0.4 ≤
E/I71 ≤ 1.8

1.0 13 3.4 · 10−13 ReReMi
(Jqnm)

21.6 ≤ RP ≤ 37.5 ∧ 74.2 ≤ CR_COV ∧
45.0 ≤ LF ≤ 53.5

69.0 ≤ E13 ≤ 86.0 ∧ I33 ≤ 0.0 ∧ 0.1 ≤
E/I38 ≤ 1.0 ∧ 0.3 ≤ E/I66 ≤ 6.9

1.0 6 9.7 · 10−10 ReReMi
(Jpess)

85.7 ≤ LM ∧ 40.8 ≤ P14 ≤ 43.5 ∧ 2.5 ≤
PG ≤ 3.3

4.0 ≤ E72 ≤ 11.0 ∧ 1.0 ≤ I60 ∧ 3.0 ≤ I66 ≤
4.0 ∧ 1.1 ≤ E/I45

1.0 5 4.6 · 10−9 ReReMi
(Jpess)

Redescriptions produced by CLUS-RM mostly describe European countries.
Top two most accurate redescriptions produced by ReReMi and presented in Table
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5 are not as homogeneous as redescriptions produced by CLUS-RM with respect
to location of described countries. They describe countries located in Africa, Asia
and Europe. A detailed description of the meaning of these redescriptions along
with the interpretation and confirmations from domain knowledge can be seen in
Section S2.1 of the Online resource 1.

4.5.2 Examples produced by RM algorithms on the Bio dataset

Table 6 contains top two redescriptions (by accuracy) produced by each approach
on the Bio dataset.

The exact locations used as examples in this dataset can be seen in [11], p.
50, Figure 6.1. On this dataset, we provide one additional redescription created
by CLUS-RM as example of a redescription with large support. This redescription
contains disjunction and negation operators. However, the top two redescriptions
created by CLUS-RM contain only conjunction and negation operators. Presented
redescriptions created by ReReMi and Layered trees contain all three logical op-
erators and redescription examples created by Split trees algorithm contain con-
junctions and disjunctions.

Redescriptions, presented in Table 6, with large support (> 1000 locations)
are very uninformative because they contain negations of mammal species inhabit-
ing geographical locations. All four algorithms discovered redescription describing
habitats in Europe of the Polar Bear but use temperature in different months to
provide information about the weather conditions on these locations. A detailed
description of the meaning of these redescriptions along with the interpretation and
confirmations from domain knowledge can be seen in Section S2.2 of the Online
resource 1.

4.5.3 Examples produced by RM algorithms on the DBLP dataset

Table 7 contains top two redescriptions (by accuracy) produced by each approach
on the DBLP dataset.

Structurally, CLUS-RM and ReReMi produced the most understandable re-
descriptions containing only conjunction and (CLUR-RM) negation operators.
Split trees and Layered trees use all operators to create redescriptions which re-
quires analysing queries in parts to understand the relationship of parts of a query
to the corresponding part of redescription support which it describes.

A detailed description of the meaning of these redescriptions along with the
interpretation and confirmations from domain knowledge can be seen in Section
S2.3 of the Online resource 1.

We can see from the example tables (Table 6, 7) that the most accurate re-
descriptions created by the approaches on the Bio and the DBLP dataset have
large similarities. All four approaches found a set of locations corresponding to a
habitat of a Polar Bear on the Bio dataset but used different climate indicators
to describe the weather on these locations. All algorithms discovered very similar
sets of co-authors using slightly different authors and conferences in redescription
queries.
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Table 6: Examples produced by RM algorithms on the Bio dataset

Redescriptions J supp p-value Algorithm

¬(−8.3 ≤ t∼4 )

PB
0.95 36 0.0 CLUS-RM

(Bio)

−8.4 ≤ t∼11 ≤ −5.98 ∧ 6.6 ≤ t∼6 ≤ 11.1 ∧
78.9 ≤ p7 ≤ 104.2 ∧ 14.4 ≤ t+7 ≤ 18.8

¬M ∧ B ∧ EWV ∧ W ∧ LS ∧ NB

1.0 15 0.0 CLUS-RM
(Bio)

4.7 ≤ t+3 ≤ 19.8

¬M ∨ C
0.88 1726 0.0 CLUS-RM

(Bio)

−11.9 ≤ t+3 ≤ −7.3
PB

0.97 36 0.0 ReReMi
(Bio)

((((−12.2 ≤ t−1 ∨ t+7 ≤ 13.5 ∨ −12.2 ≤ t∼2 ≤
−11.8 ∨ 13.3 ≤ t∼8 ≤ 13.8 ∨ −2.4 ≤ t∼11 ≤
−1.7 ∨ −7.6 ≤ t∼12 ≤ −7.5) ∧ −12.6 ≤ t−3 ≤
−11.0) ∨ 1.2 ≤ t+4 ≤ 1.2) ∧ −2.4 ≤ t+3 ≤
−1.5) ∨ −6.5 ≤ t+2 ≤ −6.4 ∨ −4.58 ≤ t∼4 ≤
−4.55 ∨ 12.5 ≤ t∼6 ≤ 12.5

¬ GRBV ∧ ¬W

0.98 2294 0.0 ReReMi
(Bio)

(64.8 ≤ p∼10 ∧ p∼8 ≤ 2.2) ∨ (34.4 ≤ p∼4 ∧ p∼9 ≤
14.9 ∧ 2.2 ≤ p∼8 )

CSM

1.0 10 0.0 Spl. Trees
(Bio)

(−16.7 ≤ t∼3 ∧ t∼3 ≤ −11.2)
PB

0.97 36 0.0 Spl. Trees
(Bio)

16.6 ≤ t+7 ∨ (16.6 ≤ t+7 ∧ 10.8 ≤ t+9 )

(LW ∧ ¬AF ) ∨ (LW ∧ AF ∧ EH) ∨
(¬LW ∧ ¬AF )

0.97 2370 9.5 · 10−15 Lay. Trees
(Bio)

t+3 ≤ −7.0
PB

0.95 36 0.0 Lay. Trees
(Bio)

5 Conclusions

This work introduces a novel redescription mining algorithm which optimizes a re-
description set of user suggested size. The algorithm is based on multi-target pre-
dictive clustering trees, which allows using element coverage by rules constructed
on one view as targets for the construction of rules from the other view. One pre-
dictive clustering tree is used to create rules that are employed to guide the search,
while additional random forest of predictive clustering trees is used to construct
rules that increase redescription accuracy and diversity. Produced redescriptions
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Table 7: Examples produced by RM algorithms on the DBLP dataset

Redescriptions J supp p-value Algorithm

¬HICSS ∧ ISWC ∧ ¬ICWS ∧ EC−Web

AM ∧ CS ∧ DO
0.83 10 0.0 CLUS-RM

(DBLP)

SEBD ∧ SIGMOD ∧ LPNMR

TE ∧ GG
0.67 10 0.0 CLUS-RM

(DBLP)

SEBD ∧ LPNMR ∧ SIGMOD

TE ∧ GT
0.67 10 0.0 ReReMi

(DBLP)

EC −Web ∧ ISWC

DO ∧ SH
0.65 11 0.0 ReReMi

(DBLP)

(ITCC ∧ ISWC ∧ ¬EC − Web) ∨
(¬HICSS ∧ ISWC ∧ EC −Web)

CS

0.76 13 0.0 Spl. Trees
(DBLP)

(ICIP (1) ∧ OTMW ∧ ¬EC − Web) ∨
(¬HICSS ∧ ISWC ∧ EC −Web)

SH

0.74 14 0.0 Spl. Trees
(DBLP)

ISWC ∧ ¬HICSS ∧ ¬SIGIR

(SH ∧ CS ∧ ¬AG) ∨ (¬SH ∧ Y SA)

0.85 11 0.0 Lay. Trees
(DBLP)

ITCC ∧ SEBD ∧ ¬WETICE

(GM ∧ ¬AMa) ∨ (¬GM ∧ EM))

0.81 13 0.0 Lay. Trees
(DBLP)

incrementally improve the redescription set by using a predefined set of crite-
ria (the Jaccard index, the p-value, the element and the attribute Jaccard index
and the exclusive coverage). The ability to construct many different redescrip-
tions and use them to optimize a redescription set differentiates the approach
from currently proposed solutions and enables removing some user-defined con-
straints from the redescription mining process which is a desirable property [11].
The most important constraint not required by our approach is the Jaccard index
threshold which is often determined by experimentation. Moreover, our approach
expands the redescription set in very conservative manner which reflects the goal
to present accurate and understandable redescription set of a user suggested size.
Using random forest as the augmentation model decreases attribute redundancy
and increases overall redescription accuracy in the output redescription sets in
majority of experiments. It also increases the number of produced highly accurate
redescriptions.

The results of algorithm comparisons show that our approach outperforms
other approaches with respect to redescription accuracy when disjunction oper-
ators are not used in redescription construction. When all operators are used,
CLUS-RM outperforms other approaches in majority of comparisons with respect
to redescription accuracy. The final redescription sets contain redescriptions with
smaller support, though the overall element and attribute coverage is comparable

88 Chapter 4. Redescription Mining with Predictive Clustering Trees



32 Mihelčić, Džeroski, Lavrač, Šmuc

to other approaches. In general, CLUS-RM creates many different redescriptions of
various support which can be obtained by increasing minimal support constraint
or increasing the redescription set size.

We have demonstrated the advantages of our approach over current state of the
art methods and provided exhaustive analysis that shows it creates many comple-
mentary redescriptions to those produced by currently proposed approaches. The
produced redescriptions by our approach are structurally different, mostly contain-
ing conjunction operators in redescription queries and using disjunction operators
only to improve accuracy of those redescriptions with accuracy above some pre-
defined threshold. This increases understandability and eliminates (if high enough
threshold is defined) creation of redescriptions describing unrelated parts of ele-
ment space. Finally, we show that among top two redescriptions by accuracy, our
approach has comparable performance with respect to other approaches. Among
the example redescriptions, several redescriptions produced by different approaches
have a large similarity in described elements and contain related queries. This is
especially visible on the DBLP and the Bio dataset.
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Chapter 5

Redescription Set Optimization

A common goal of redescription mining approaches is to generate redescription sets con-
taining interpretable, highly accurate, significant redescriptions. However, all previously
constructed approaches evaluated redescriptions individually without taking into account
information about other redescriptions returned to the user. We developed a methodology
that constructs redescription sets by taking into account various user-defined preferences
on redescription quality based on individual redescription properties and the properties of
the redescription set under construction.

In this chapter we describe the process of redescription set optimization. First, we
introduce the basic concepts and techniques for multi-objective optimization. Next, we
describe the developed techniques for redescription set optimization: optimization by re-
description exchange and optimization by redescription extraction. Finally, we describe the
required extensions allowing redescription set optimization of redescriptions produced in
the process of constraint-based redescription mining.

5.1 Introduction to Multi-Objective Optimization

Optimization is the task of finding one or more solutions which minimize/maximize one or
more specified objectives and which satisfy all constraints (if any are provided) [81].

A single-objective optimization problem involves a single objective function f : Rn 7→
R, n ∈ N and usually results in a single solution. A multi-objective optimization task
considers several possibly conflicting objectives simultaneously {f1, f2, . . . fk}, k ∈ N, fi :
Rn 7→ R. In this case, there are usually more solutions, which represent a trade-off between
the conflicting objectives. All solutions are non-dominated meaning that no solution has
preferred values for all the considered objectives. In practice, one usually chooses one
solution with some preferred properties. Thus, multi-objective optimization mostly consists
of two parts:

• an computational optimization task for finding solutions

• a decision-making task for choosing a preferred solution. This step usually requires
preference information from the decision maker (DM).

The field of multi-objective optimization is closely related to the field of multi-criteria
decision aid (MCDA) [81], [82], which considers decision problems with multiple conflicting
criteria. Many real-world optimization and decision problems naturally require considering
multiple, possibly conflicting criteria. Such decisions occur very often in our lives: choosing
groceries at the store, deciding on the type of public transport, renting the appropriate
apartment, buying the preferred car etc.
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5.1.1 Basic concepts of multi-objective optimization

In this section we provide basic notation and definitions required for understanding the
problem of multi-objective optimization. The notation used closely follows that from [81].

The multi-objective optimization problems considered in this thesis are of the form:

min {f1(~x), f2(~x), . . . , fk(~x)}
~x ∈ S ⊂ Rn

where fi : Rn 7→ R represent k ≥ 2 possibly conflicting objective functions that need
to be minimized simultaneously. The decision (variable) vectors ~x = (x1, x2, . . . , xn)

τ

belong to the set S ⊂ Rn, which is called a feasible region. Objective vectors are defined
as
−−→
f(~x) = (f1(~x), f2(~x), . . . fk(~x))

τ . A set Z = ~f(S) is called a feasible objective region.
Objective vectors are regarded as optimal if none of their components can be im-

proved without the deterioration of at least one of the other components, that is ~x′ is
Pareto optimal if @~x ∈ S such that: a) fi(~x) ≤ fi(~x′), ∀i ∈ {1, . . . , k} and b)
∃j ∈ {1, . . . , k} fj(~x) < fj(~x′). ~x′ ∈ S is weakly Pareto optimal if @~x ∈ S, such that:
a) fi(~x) < fi(~x′),∀i ∈ {1, . . . , k}. A set of Pareto optimal decision vectors is denoted
P (S) while the set of Pareto optimal objective vectors is denoted P (Z). For a Pareto
optimal decision vector ~x′′ ∈ P (S), the objective vector f( ~x′′) ∈ P (Z). A set of weakly
Pareto optimal decision vectors is denoted WP (S), while the set of weakly Pareto optimal
objective vectors is denoted WP (Z).

To analyse the Pareto optimal set, it is often useful to compute the upper and lower
bounds of this set. The lower bound, called the ideal objective vector, is defined as (z∗ =
(min f1(~x), min f2(~x), . . . , min fk(~x)), ~x ∈ S). A vector, strictly dominating the ideal
vector, is called the utopian vector (z∗∗, where z∗∗i = z∗i − ε, ∀i ∈ {1, . . . , k} and some
small scalar ε > 0). The upper bound, called the nadir vector, is defined as znad =
(max f1(~x),max f2(~x), . . . ,max fk(~x)), ~x ∈ P (S).

The ideal vector can be obtained by minimizing each objective separately. However,
the nadir vector can not be obtained in the same way since maximizing each objective
separately provides the worst possible solution. Thus, knowledge about the whole Pareto
front is required to obtain the nadir vector.

An often used method to find the nadir vector is a payoff table (developed by Benayoun
et al. [83]). Unfortunately, it is not a reliable method, which has been demonstrated in [84],
[85]. The payoff table method provides an accurate vector only if multi-objective optimiza-
tion problem contains only two objectives. Otherwise, it can over(under)estimate because
of alternative optima, explained in [86]. Various heuristic (evolutionary) approaches exist
that compute the approximations of the nadir vector (e.g., [87]–[89]).

Basic concepts related to multi-objective optimization (in case of two objective func-
tions) are visualized in Figure 5.1.

Pareto optimal solutions of multi-objective optimization problems exist if the feasible
region is non-empty, compact and all the objective functions are lower semicontinuous (as
shown in [90]). The same is true if the feasible objective region is non-empty and compact.

Continuous multi-objective optimization problems typically have an infinite number of
Pareto optimal solutions, unlike combinatorial multi-objective optimization problems [82]
that have a finite but possibly very large number of Pareto optimal solutions. In general,
a Pareto optimal set can be non-convex and disconnected, which causes difficulties in
obtaining all possible solutions with some multi-objective optimization approaches [81].
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Figure 5.1: Feasible objective region in case of two objective functions f1 and f2. The bold
line denotes the weakly Pareto optimal set (2) and the Pareto optimal set (1).

5.1.2 Categorization of multi-objective optimization approaches

Depending on the type of interaction of the decision maker with the optimization pro-
cess, multi-objective optimization approaches can be divided into: 1) non-interactive ap-
proaches, where the decision maker does not actively participate in the solution finding
process but can define preference relations before or after the optimization process, 2)
interactive approaches, where the decision maker actively participates in the process of
finding solutions of a given multi-objective problem.

Non-interactive approaches can be divided into three overlapping groups of methods:
1) no-preference methods that do not use the information provided by the decision maker,
2) a-priori methods in which the decision maker first expresses his preferences on various
optimization criteria and this information is used by the multi-objective optimization ap-
proaches to find satisfactory Pareto optimal solutions, and 3) a-posteriori methods in which
the methods attempt to find all or multiple Pareto optimal solutions that are evaluated by
the decision maker.

Since we use a non-interactive multi-objective optimization approach (the weighted
sum method) to optimize sets of redescriptions, we briefly summarize the existing non-
interactive multi-objective optimization approaches and place them in the corresponding
category. For a detailed explanation and summary of advantages and disadvantages of
each of these techniques we refer the interested reader to [81].

The weighted sum [91], [92] and the ε-constraint method [93], [94] are considered to be
the basic methods for multi-objective optimization. By their construction, both methods
can be a-priori or a-posteriori.

A-priori methods include: the value function method [95], the lexicographic ordering
[96] and the goal programming [97], [98]. A-posteriori methods include: the method of
weighted metrics [99], the achievement scalarizing function approach [100]. From the no-
preference methods, the most important are: the method of global criterion [99], [101] and
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the neutral compromise solution [100].
In the continuation, we motivate our choice for using the weighted sum method in the

redescription set optimization process (described in Sections 5.2 and 5.3), though using
some other multi-objective approach in redescription set optimization or construction may
also lead to interesting research directions.

5.1.3 Weighted-sum approach for multi-objective optimization

The main idea of the weighted-sum approach [91], [92] for multi-objective optimization is
to optimize the weighted sum of the objective functions as a single-objective optimization
function.

A general multi-objective problem:

min {f1(~x), f2(~x), . . . , fk(~x)}
~x ∈ S ⊂ Rn

where fi : Rn 7→ R, S ⊂ Rn, n ∈ N, k ≥ 2 is solved by the weighted-sum approach for
multi-objective optimization [91], [92] by optimizing a single objective function:

min
∑k

i=1wi · fi(~x)
~x ∈ S ⊂ Rn

where weights wi ≥ 0, i = 1, . . . , k such that usually (recommended)
∑k

i=1wi = 1. The
solution of this method is in general weakly Pareto optimal and Pareto optimal if wi >
0, i = 1, . . . , k or unique solution exists [86].

The main advantages of this method are: a) it is very simple, b) for every given weight
combination it finds one (weakly) Pareto optimal solution, c) it is computationally efficient
(has equivalent complexity to solving a single-objective optimization), d) it can be used as
an a-priori and an a-posteriori method.

The method is used as an a-priori method when the decision maker defines the weights
corresponding to her preference and then finds one (weakly) Pareto optimal solution. On
the other hand, a set of solutions can be generated by constantly changing weights and
using a weighted-sum method to compute different solutions of the multi-objective problem.
In the a-posteriori setting, the decision maker chooses the most suitable solution of the
generated candidates.

The main drawback, in the view of multi-objective optimization, is that the weighted-
sum method is not complete, meaning it can-not compute every Pareto optimal solution in
case of a non-convex feasible objective region. The study of necessary conditions required
for the weighted-sum method to obtain a Pareto optimal solution with a set of positive
weights is reported in [102]. Ways of selecting input weights to obtain different Pareto
optimal solutions is studied in [94], however it was shown in [103] that an evenly distributed
set of weights does not necessarily produce an evenly distributed representation of the
Pareto optimal set (even for convex problems). This may pose a problem for the decision
maker in an a-priori and in an a-posteriori setting. If a multi-objective problem contains
non-linear or correlated objective functions, choosing different weights for the weighted-
sum method can produce unexpected solutions (small change in weights can produce very
different solutions or an unexpected set of weights may result in the desired solutions)
[104]–[106].

In Appendix A, we describe a constructive procedure that maps each redescription to
a numerical vector, and show how to transform different redescription quality measures
to equivalent measures operating on numerical vectors. For such measures and vectors,
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the original multi-objective optimization definition applies including all the properties of
the weighted-sum method. Since there is a one-to-one mapping between the numerical
vectors and redescriptions (under the assumption of no duplicate redescriptions—those
with equal support sets and attribute sets) and the corresponding measures have equal
values at each step of the optimization process, we can conclude that our optimization
procedure finds Pareto optimal solution at each step of the redescription set optimization
process. Thus, in the continuation, we use the originally defined functions operating on the
domain containing redescriptions (defined in Chapter 3). Feasible region and the feasible
objective region in our multi-objective optimization problem are two finite sets. Thus,
both sets are non-convex which implies the weighted-sum method can not find all possible
Pareto optimal solutions.

Multi-objective optimization is used at each step of the redescription set optimiza-
tion process to find the redescription contained within existing set which will be replaced
by the newly discovered redescription (in optimization by redescription exchange, see Sec-
tion 5.2) or to find the appropriate redescription to be added to the redescription set under
construction (in optimization by redescription extraction, see Section 5.3). Since the multi-
objective optimization process is repeated many times, in redescription set optimization it
is beneficial for it to be fully automated. The weighted-sum approach offers a fully auto-
mated, scalable solution that guarantees producing a (weakly) Pareto optimal solution at
each step of redescription set optimization. It allows influencing the structure and different
quality characteristics of the produced redescription sets by changing the weights used in
the optimization process. Limitations concerning the choice of weights, optimization func-
tion and the control of the optimization process, described in the previous section, also
apply in this scenario. Several experiments showing the influence of user-defined preference
weights to the structure of the resulting redescription set are presented in publication [20].
In these experiments, changes of the weights used in the weighted-sum method to create
the redescription sets are reflected on the properties of the constructed sets.

5.2 Optimization by Redescription Exchange

Optimization by redescription exchange [18], [19] is described in Algorithm 5.1 .

Algorithm 5.1: ReduceSetE
Input: The redescription set Ropt, redescriptions produced at iteration i Ri,

Importance weight vector ~w, Size of reduced set n, Set of constraints C
Output: An optimized set of redescriptions Ropt

while |Ropt| < n do
Ropt ← Ropt ∪ {Rnew}, Rnew ∈ Ri, Rnew /∈ Ropt, Rnew.sat(C);
Ri ← Ri \R;

end
for Rnew ∈ Ri do

if Rnew.sat(C) then
R′ ← argmaxR∈Roptf(Rnew, ~w)− f(R, ~w);
if maxR∈Roptf(Rnew, ~w)− f(R, ~w) > 0 then

Ropt ← Ropt \ {R′} ∪ {R};
end

end
end
return Ropt;
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This algorithm works by incrementally exchanging redescriptions contained in the re-
description set by newly produced redescriptions with superior properties with respect
to predefined quality criteria. The redescription that is removed from the redescription
set is chosen by computing argmaxR∈Roptf(R, ~w) − f(Rnew, ~w). The details of the op-
timization function f are provided in [19] and [18]. Here, we show a generalized version
of the optimization by redescription exchange procedure with criteria importance weight
vector ~w. The notation Rnew.sat(C) denotes that the redescription Rnew satisfies the user-
defined quality constraints C. This algorithm can be run with different configurations of
constraints (Ci ∈ C) and weight parameters ~wi ∈ W, however it requires storing |C| · |W|
redescription sets in memory.

5.3 Optimization by Redescription Extraction

Optimization by redescription extraction (described in Algorithm 5.2) [20] works by storing
all (or a large amount) of produced redescriptions into memory and uses these redescrip-
tions to construct one or more reduced sets with different properties. Functions used in
Algorithm 5.2 are explained in [20].

Algorithm 5.2: ReduceSet
Input: Redescription set containing all produced redescriptions R, Importance

weight matrix W, Family of redescription constraints C, Reduced set size n
Output: A family of optimized sets of redescriptions RFopt

[Eocur, Aocur]← computeCoocurence(R);
for wi ∈ W do

for Ci ∈ C do
Rfirst ← findSpecificRed(R, Ecooc, Acooc, wi, Ci);
Rwi,Ci ← Rwi,Ci ∪Rfirst;
while |Rwi,Ci | < n do

Rbest ← findBest(R,Rwi,Ci , wi, Ci);
Rwi,Ci ← Rwi,Ci ∪Rbest;

end
Rwi,Ci ← Rwi,Ci ∪Rbest;

end
RFopt ← RFopt ∪ {Rwi,Ci};

end
return RFopt;

The main difference between the redescription set optimization by redescription extrac-
tion and redescription set optimization by redescription exchange is that the extraction
procedure considers all available (produced) redescriptions at each iteration to determine
the best match to be placed in the reduced sets, given the user-defined redescription con-
straints, criteria importance weights and redescriptions contained in the reduced redescrip-
tion set. Given the properties of the weighted-sum multi-objective optimization procedure,
the extraction process locates the Pareto optimal solution, that is the redescription that
fits best with redescriptions already contained in the reduced set, given a predefined set of
quality and preference criteria. In an idealized scenario where we could obtain all possible
redescriptions, this procedure finds globally Pareto optimal redescription for a reduced
redescription set at each iteration of the extraction process. Optimizing a submodular
function that evaluates the optimal set arrangement out of all possible arrangements is a
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NP-hard problem [107]. Determining the deviations from optimal solution theoretically or
empirically is an interesting future work direction.

5.4 Redescription Set Optimization with User-Defined
Constraints

Constraints as used in this thesis specify the attributes that must/should occur in re-
description queries. Constraints are given as a sequence of sets AC1, AC2, . . . , ACk, where
ACi specifies one set of constraint attributes defined by the user.

Functions used in redescription set optimization were extended with the measure that
evaluates the redescription agreement with user-defined attribute constraints (entity con-
straints can be added analogously) [22]. Depending on the mode of constraint-based re-
description mining the optimization procedure:

a) disregards all redescriptions that do not fully satisfy at least one set of constraints
imposed by the user,

b) disregards all redescriptions that do not satisfy at least some part of at least one set
of constraints imposed by the user,

c) uses the additionally defined constraint-based measure to adequately increase the
score of a redescription.

The constraint-based measure assesses the amount of imposed constraints satisfied by
the query. Since in a general case, users can define a sequence of sets of constraints, the
procedure selects the constraint set that is maximally satisfied by the redescription and
assesses the amount of constraints satisfied from this set. The obtained score is combined
with the score measuring the fraction of the query attributes satisfying any user-defined
constraint (contained in any specified constraint set) to evaluate redescriptions with respect
to predefined attribute constraints.

Different modes of constraint-based redescription mining and the optimization function
in the case attribute constraints are imposed by the user are defined in [22].

5.5 Related Publication

Details of a framework for redescription set construction including descriptions of redescrip-
tion set optimization by redescription extraction and providing various experiments show-
ing properties of the produced redescription set are described in the following publication
(included in this chapter):

M. Mihelčić, S. Džeroski, N. Lavrač, and T. Šmuc, “A framework for redescription set
construction,” Expert Systems with Applications, vol. 68, pp. 196–215, 2017, issn: 0957-
4174.

The author contributions are as follows. Matej Mihelčić introduced the idea of redescrip-
tion set optimization by redescription extraction, devised and implemented the generalized
redescription set construction procedure, conjunctive refinement procedure and the vari-
ability index. He performed all experiments, wrote the majority of the manuscript text
and created all supplementary material documents. Tomislav Šmuc, Sašo Džeroski and
Nada Lavrač contributed towards structuring, evaluating, correcting and writing the text
of the manuscript.
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Abstract

Redescription mining is a field of knowledge discovery that aims at finding different descriptions of similar subsets of
instances in the data. These descriptions are represented as rules inferred from one or more disjoint sets of attributes,
called views. As such, they support knowledge discovery process and help domain experts in formulating new hypotheses
or constructing new knowledge bases and decision support systems. In contrast to previous approaches that typically
create one smaller set of redescriptions satisfying a pre-defined set of constraints, we introduce a framework that creates
large and heterogeneous redescription set from which user/expert can extract compact sets of differing properties,
according to its own preferences. Construction of large and heterogeneous redescription set relies on CLUS-RM algorithm
and a novel, conjunctive refinement procedure that facilitates generation of larger and more accurate redescription sets.
The work also introduces the variability of redescription accuracy when missing values are present in the data, which
significantly extends applicability of the method. Crucial part of the framework is the redescription set extraction based
on heuristic multi-objective optimization procedure that allows user to define importance levels towards one or more
redescription quality criteria. We provide both theoretical and empirical comparison of the novel framework against
current state of the art redescription mining algorithms and show that it represents more efficient and versatile approach
for mining redescriptions from data.

Keywords: knowledge discovery, redescription mining, predictive clustering trees, redescription set construction,
scalarization, conjunctive refinement, redescription variability

1. Introduction

In many scientific fields, there is a growing need to under-
stand measured or observed data, to find different regular-
ities or anomalies, groups of instances (patterns) for which
they occur and their descriptions in order to get an insight
into the underlying phenomena.

This is addressed by redescription mining (Ramakrish-
nan et al., 2004), a type of knowledge discovery that aims
to find different descriptions of similar sets of instances by
using one, or more disjoint sets of descriptive attributes,
called views. It is applicable in a variety of scientific fields
like biology, economy, pharmacy, ecology, social science
and other, where it is important to understand connec-
tions between different descriptors and to find regularities
that are valid for different subsets of instances. Redescrip-
tions are tuples of logical formulas which are called queries.
Redescription Rex = (q1, q2) contains two queries:
q1 : (−1.8 ≤ t̃7 ≤ 4.4 ∧ 12.1 ≤ p̃6 ≤ 21.2)

∗Corresponding author. Tel. +385 (1) 456 1080
Email addresses: matej.mihelcic@irb.hr (Matej Mihelčić ),

saso.dzeroski@ijs.si (Sašo Džeroski), nada.lavrac@ijs.si
(Nada Lavrač), tomislav.smuc@irb.hr (Tomislav Šmuc)

q2 : Polarbear
The first query (q′1) describes a set of instances (geospatial
locations) by using a set of attributes related to tempera-
ture (t) and precipitation (p) in a given month as first view
(in the example average temperature in July and average
precipitation in June). The second query (q′2) describes
very similar set of locations by using a set of attributes
specifying animal species inhabiting these locations as a
second view (in this instance polar bear). Queries contain
only conjunction logical operator, though the approach
supports conjunction, negation and disjunction operators.

We first describe the fields of data mining and knowledge
discovery closely related to redescription mining. Next, we
describe recent research in redescription mining, relevant
to the approach we propose. We then outline our approach
positioned in the context of related work.

1.1. Fields related to redescription mining

Redescription mining is related to association rule min-
ing (Agrawal et al., 1996; Hipp et al., 2000; Zhang & He,
2010), two-view data association discovery (van Leeuwen
& Galbrun, 2015), clustering (Cox, 1957; Fisher, 1958;
Ward, 1963; Jain et al., 1999; Xu & Tian, 2015) and
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it’s special form conceptual clustering (Michalski, 1980;
Fisher, 1987), subgroup discovery (Klösgen, 1996; Wrobel,
1997; Novak et al., 2009; Herrera et al., 2010), emerging
patterns (Dong & Li, 1999; Novak et al., 2009), contrast
set mining (Bay & Pazzani, 2001; Novak et al., 2009) and
exceptional model mining (Leman et al., 2008). Most im-
portant relations can be seen in Figure 1.

Association rule mining (Agrawal et al., 1996) is re-
lated to redescription mining in the aim to find queries
describing similar sets of instances which reveal associa-
tions between attributes used in these queries. The main
difference is that association rules produce one directional
associations while redescription mining produces bi direc-
tional associations. Two-view data association discovery
(van Leeuwen & Galbrun, 2015) aims at finding a small,
non - redundant set of associations that provide insight in
how two views are related. Produced associations are both
uni and bi directional as opposed to redescription mining
that only produces bi directional connections providing in-
teresting descriptions of instances.

The main goal of clustering is to find groups of simi-
lar instances with respect to a set of attributes. However,
it does not provide understandable and concise descrip-
tions of these groups which are often complex and hard to
find. This is resolved in conceptual clustering Michalski
(1980); Fisher (1987) that finds clusters and concepts that
describe them. Redescription mining shares this aim but
requires each discovered cluster to be described by at least
two concepts. Clustering is extended by multi-view (Bickel
& Scheffer, 2004; Wang et al., 2013) and multi-layer clus-
tering (Gamberger et al., 2014) to find groups of instances
that are strongly connected across multiple views.

Subgroup discovery (Klösgen, 1996; Wrobel, 1997) dif-
fers from redescription mining in its goals. It finds queries
describing groups of instances having unusual and inter-
esting statistical properties on their target variable which
are often unavailable in purely descriptive tasks. Excep-
tional model mining (Leman et al., 2008) extends subgroup
discovery to more complex target concepts searching for
subgroups such that a model trained on this subgroup is
exceptional based on some property.

Emerging Patterns (Dong & Li, 1999) aim at finding
itemsets that are statistically dependent on a specific tar-
get class while Contrast Set Mining (Bay & Pazzani, 2001)
identifies monotone conjunctive queries that best discrim-
inate between instances containing one target class from
all other instances.

1.2. Related work in redescription mining
The field of redescription mining was introduced by

Ramakrishnan et al. (2004), who present an algorithm
to mine redescriptions based on decision trees, called
CARTwheels. The algorithm works by building two deci-
sion trees (one for each view) that are joined in the leaves.
Redescriptions are found by examining the paths from the
root node of the first tree to the root node of the second.
The algorithm uses multi class classification to guide the

search between the two views. Other approaches to mine
redescriptions include the one proposed by Zaki & Ra-
makrishnan (2005), which uses a lattice of closed descrip-
tor sets to find redescriptions; the algorithm for mining
exact and approximate redescriptions by Parida & Ra-
makrishnan (2005) that uses relaxation lattice, and the
greedy and the MID algorithm based on frequent itemset
mining by Gallo et al. (2008). All these approaches work
only on Boolean data.

Galbrun & Miettinen (2012b) extend the greedy ap-
proach by Gallo et al. (2008) to work on numerical data.
Redescription mining was extended by Galbrun & Kim-
mig (2013) to a relational and by Galbrun & Miettinen
(2012a) to an interactive setting. Recently, two tree-based
algorithms have been proposed by Zinchenko (2014), which
explore the use of decision trees in a non-Boolean setting
and present different methods of layer-by-layer tree con-
struction, which make informed splits at each level of the
tree. Mihelčić et al. (2015a,b) proposed a redescription
mining algorithm based on multi-target predictive cluster-
ing trees (PCTs) (Blockeel & De Raedt, 1998; Kocev et al.,
2013). This algorithm typically creates a large number of
redescriptions by executing PCTs iteratively: it uses rules
created for one view of attributes in one iteration, as tar-
get attributes for generating rules for the other view of
attributes in the next iteration. A redescription set of a
given size is improved over the iterations by introducing
more suitable redescriptions which replace the ones that
are inferior according to predefined quality criteria.

In this work, we introduce a redescription mining frame-
work that allows creating multiple redescription sets of
user defined size, based on user defined importance lev-
els of one or more redescription quality criteria. The un-
derlying redescription mining algorithm uses multi-target
predictive clustering trees (Kocev et al., 2013) and allows
the main steps of rule creation and redescription construc-
tion explained in (Mihelčić et al., 2015b). This is in con-
trast to current state of the art approaches that return
all constructed redescriptions that satisfy accuracy and
support constraints (Ramakrishnan et al., 2004; Zaki &
Ramakrishnan, 2005; Parida & Ramakrishnan, 2005), a
smaller number of accurate and significant redescriptions
that satisfy support constraints (Galbrun & Miettinen,
2012b; Zinchenko, 2014; Gallo et al., 2008) or optimize
one redescription set of user defined size (Mihelčić et al.,
2015b). This algorithm supports a broader process which
involves the creation and effective utilization of a possibly
large redescription set.

From the expert systems perspective, the framework al-
lows creating large and heterogeneous knowledge basis for
use by the domain experts. It also allows fully automated
construction of specific subsets of obtained knowledge
based on predefined user-criteria. The system is modular
and allows using the redescription set construction proce-
dure as an independent querying system on the database
created by merging multiple redescription sets produced
by many different redescription mining approaches. Ob-
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Figure 1: Relation between redescription mining and other related tasks.

tained knowledge can be used, for example, as a basis or
complement in decision support systems.

The framework provides means to explore and compare
multiple redescription sets, without the need to expen-
sively experiment with tuning the parameters of the un-
derlying redescription mining algorithm. This is achieved
with (i) an efficient redescription mining algorithm with
a new conjunctive refinement procedure, that produces
large, heterogeneous and accurate redescription sets and
(ii) redescription set construction procedure that produces
one or more reduced redescription sets tailored to specific
user preferences in a multi-objective optimization manner.

After introducing the necessary notation in Section 2,
we present the framework for redescription set construc-
tion in Section 3. First, we shortly describe the CLUS-RM
algorithm, then we introduce the conjunctive refinement
procedure and explain the generalized redescription set
construction process. Next, we introduce the variability
index: which supports a refined treatment of redescrip-
tion accuracy in presence of missing values. We describe
the datasets and an application involving redescription sets
produced by the framework in Section 4 and perform theo-
retical and empirical evaluation of the framework’s perfor-
mance in Section 5. Empirical evaluation includes quality
analysis of representative sets and comparison to the set
containing all discovered redescriptions, evaluation of the
conjunctive refinement procedure, and quality comparison
of redescriptions produced by our framework to those pro-
duced by several state of the art redescription mining al-
gorithms, on three datasets with different properties. We
conclude the paper in Section 6.

2. Notation and definitions

The input dataset D = (V1, V2, E,W1,W2) is a quintuple
of the two attribute (variable) sets (V1, V2), an element
(instance) set E, and the two views corresponding to these
attribute sets. Views (W1 and W2) are |E| × |Vd| data
matrices such that Wdi,j = ck if an element ei has a value
ck for attribute vj ∈ Vd.

A query q is a logical formula F that can contain the
conjunction, disjunction and negation logical operators.
These operators describe logical relations between differ-
ent attributes, from attribute sets V1 and V2, that con-
stitute a query. The set of all valid queries Q is called a
query language. The set of elements described by a query
q, denoted supp(q), is called its support. A redescrip-
tion R = (q1, q2) is defined as a pair of queries, where
q1 and q2 contain variables from V1 and V2 respectively.
The support of a redescription is the set of elements sup-
ported by both queries that constitute this redescription
supp(R) = supp(q1)∩ supp(q2). We use attr(R) to denote
the multi-set of all occurrences of attributes in the queries
of a redescription R. The corresponding set of attributes
is denoted attrs(R). The set containing all produced re-
descriptions is denoted R. User-defined constraints C are
typically limits on various redescription quality measures.

Given a dataset D, a query language Q over a set of
attributes V , and a set of constraints C, the task of re-
description mining (Galbrun, 2013) is to find all redescrip-
tions satisfying constraints in C.

2.1. Individual redescription quality measures
The accuracy of a redescription R = (q1, q2) is measured
with the Jaccard similarity coefficient (Jaccard index).

J(R) =
|supp(q1) ∩ supp(q2))|
|supp(q1) ∪ supp(q2)|

3
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The problem with this measure is that redescriptions de-
scribing large subsets of instances often have a large inter-
section which results in high value of Jaccard index. As a
result, the obtained knowledge is quite general and often
not very useful to the domain expert. It is thus preferred
to have redescriptions that reveal more specific knowledge
about the studied problem and are harder to obtain by
random sampling from the underlying data distribution.

This is why we compute the statistical significance (p-
value) of each obtained redescription. We denote the
marginal probability of a query q1 and q2 with p1 =
supp(q1)
|E| and p2 = supp(q2)

|E| , respectively and the set of ele-
ments described by both as o = supp(q1) ∩ supp(q2). The
corresponding p-value (Galbrun, 2013) is defined as

pV (R) =

|E|∑

n=|o|

(|E|
n

)
(p1 · p2)n · (1− p1 · p2)|E|−n

The p-value represents a probability that a subset of ele-
ments of observed size or larger is obtained by joining two
random queries with marginal probabilities equal to the
fractions of covered elements. It is an optimistic criterion,
since the assumption that all elements can be sampled with
equal probability need not hold for all datasets.

Since it is important to provide understandable and
short descriptions, it is interesting to measure the number
of attributes occurring in redescription queries attr(R).

Below, we provide an example of a redescription, to-
gether with its associated quality measures obtained on
the Bio dataset (Mitchell-Jones, 1999; Hijmans et al., 2005;
Galbrun, 2013):
Redescription R′ex = (q′1, q

′
2) with its queries defined as:

q′1 : (−1.8 ≤ t̃7 ≤ 4.4 ∧ 12.1 ≤ p̃6 ≤ 21.2) ∨
(−1.6 ≤ t̃6 ≤ 1.5 ∧ 21.6 ≤ p̃6 ≤ 30.1)
q′2 : Polarbear
describes 34 locations which are inhabited by the polar
bear. The q′1 query describes the average temperature (t̃)
and the average precipitation (p̃) conditions of these loca-
tions in June and July. The redescription has a Jaccard
index value of 0.895 and a p-value smaller than 2 · 10−16.
The multi-set attr(R′ex) = {t̃6, t̃7, p̃6, p̃6,Polarbear} and
its corresponding set attrs(R′ex) = {t̃6, t̃7, p̃6,Polarbear}.
The query size of R′ex, denoted |attr(R′ex)|, equals 5.

2.2. Redescription quality measures based on redescription
set properties

We use two redescription quality measures based on prop-
erties of redescriptions contained in a corresponding re-
description set.

The measure providing information about the redun-
dancy of elements contained in the redescription support
is called the average redescription element Jaccard index
and is defined as:

AEJ(Ri) =
1

|R| − 1
·
|R|∑

j=1

J(supp(Ri), supp(Rj)), i 6= j

Analogously, the measure providing information about
the redundancy of attributes contained in redescription
queries, called the average redescription attribute Jaccard
index, is defined as:

AAJ(Ri) =
1

|R| − 1
·
|R|∑

j=1

J(attrs(Ri), attrs(Rj)), i 6= j

We illustrate the average attribute Jaccard index on the
redescription example from the previous subsection. If we
assume that our redescription set contains only two re-
descriptions R = {Rex, R

′
ex} where Rex equals:

q1 : (−1.8 ≤ t̃7 ≤ 4.4 ∧ 12.1 ≤ p̃6 ≤ 21.2)

q2 : Polarbear
The corresponding average attribute Jaccard index of the
redescription Rex equals 3

4 = 0.75 showing a high level of
redundancy in the used attributes between redescription
Rex and the only other redescription available in the set
R′ex. On the other hand, in the redescription set R =
{R′ex, R′′ex}, where R′′ex contains queries:
q′′1 : (7.2 ≤ t+9 ≤ 17.2 ∧ 13.5 ≤ t+7 ≤ 22.7)

q′′2 : MountainHare

the average attribute Jaccard index of the redescription
R′ex equals 0

7 = 0 showing no redundancy in the used at-
tributes.

3. Redescription mining framework

In this section, we present a redescription mining frame-
work. It first creates a large set of redescriptions and then
uses it to create one or more smaller sets that are pre-
sented to the user. This is done by taking into account
the relative user preferences regarding importance of dif-
ferent redescription quality criteria.

3.1. The CLUS-RM algorihtm

The framework generates redescriptions with the CLUS-
RM algorithm Mihelčić et al. (2015b), presented in Al-
gorithm 1. It uses multi-target Predictive Clustering
Trees (PCT) (Kocev et al., 2013) to construct conjunc-
tive queries which are used as building blocks of redescrip-
tions. Queries containing disjunctions and negations are
obtained by combining and transforming queries contain-
ing only conjunction operator.
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Algorithm 1 The CLUS-RM algorithm

Require: First view data (W1), Second view data (W2),
Constraints C

Ensure: A set of redescriptions R
1: procedure CLUS-RM
2: [PW1init, PW2init]← createInitialPCTs(W1, W2)
3: [rW1, rW2]← extrRulesFromPCT(PW1init, PW2init)
4: while RunInd<maxIter do
5: [DW1, DW2]← constructTargets(rW1,rW2)
6: [PW1, PW2]← createPCTs(DW1, DW2)
7: extractRulesFromPCT(PW1, PW2, rW1, rW2)
8: R ← R∪ createRedescriptons(rW1

, rW2
, C)

9: return R

The algorithm is able to produce a large number of
highly accurate redescriptions from which many contain
only conjunction operator in the queries. This is in part
the consequence of using PCTs in multi-target setting,
which is known to outperform single class classification
or regression trees due to the property of inductive trans-
fer (Piccart, 2012). This distinguishes the CLUS-RM re-
description mining algorithm from other state of the art
solutions that in general create a smaller number of re-
descriptions with majority of redescription queries contain-
ing the disjunction operator.

3.1.1. Rule construction and redescription creation
The initial task in the algorithm is to create one PCT per
view of the original data, constructed for performing unsu-
pervised tasks, to obtain different subsets of instances (re-
ferred to as initial clusters) and the corresponding queries
that describe them. To create initial clusters (line 2 in
Algorithm 1), the algorithm transforms an unsupervised
problem to a supervised problem by constructing an ar-
tificial instance for each original instance in the dataset.
These instances are obtained by shuffling attribute values
among original instances thus braking any existing cor-
relations between the attributes. Each artificial instance
is assigned a target label 0.0 while each original instance
is assigned a target label 1.0. One such dataset is cre-
ated for each view considered in the redescription mining
process. A PCT is constructed on each dataset, with the
goal of distinguishing between the original and the arti-
ficial instances, and transformed to a set of rules. This
transformation is achieved by traversing the tree, joining
all attributes used in splits into a rule and computing its
support. Each node in a tree forms one query contain-
ing the conjunction and possibly negation operators (line
3 and 7 in Algorithm 1).

After the initial queries are created, the algorithm con-
nects different views by assigning target labels to instances
based on their coverage by queries constructed from the
opposing view (line 5 in Algorithm 1). To construct queries
containing attributes from W2, each instance is assigned a
target label 1.0 if it is described by a query containing the
attributes from W1, otherwise it is assigned a value 0.0.

The process is iteratively repeated a predefined number of
steps (line 4 in Algorithm 1).

Redescriptions are created as a Cartesian product of a
set of queries formed on W1 and a set of queries formed
on W2 (line 8 in Algorithm 1). All redescriptions that
satisfy user defined constraints (C): the minimal Jaccard
index, the maximal p-value, the minimal and the maximal
support are added to the redescription set. The algorithm
can produce redescriptions containing conjunction, nega-
tion and disjunction operators.

The initialization, rule construction and various types
of redescription creation are thoroughly described in (Mi-
helčić et al., 2015b).

3.1.2. Conjunctive refinement
In this subsection, we present an algorithmic improvement
to the redescription mining process presented in Algorithm
1. The aim of this method is to improve the overall accu-
racy of redescriptions in the redescription set by combining
newly created redescriptions with redescriptions already
present in redescription set R.

Combining existing redescription queries with an at-
tribute by using conjunction operator has been used in
greedy based redescription mining algorithms (Gallo et al.,
2008; Galbrun & Miettinen, 2012b) to construct redescrip-
tions. The idea is to expand each redescription query in
turn by using a selected attribute and the selected logi-
cal operator. Such procedure, if used with the conjunc-
tion operator, leads to increase of Jaccard index but also
mostly reduces the support size of a redescription. Zaki
& Ramakrishnan (2005) combine closed descriptor sets by
using conjunction operator to construct a closed lattice of
descriptor sets which are used to construct redescriptions.
They conclude that combining descriptor set D1 and D2

describing element sets G1 and G2 respectively, such that
G1 ⊆ G2, can be done by constructing a descriptor set
D1 ∪ D2. They conclude that the newly created descrip-
tor set, describes the same set of elements G1 as the set
D1. This procedure works only with attributes containing
Boolean values and does not use the notion of views.

Instead of extending redescription queries with at-
tributes connected using conjunction operator (which is
usually constrained by the number of expansions), the con-
junctive refinement procedure compares support of each
redescription R = (q1, q2) in the redescription set with
the selected redescription Rref = (q′1, q

′
2). It merges the

queries of these two redescriptions with the {∧} operator
to obtain a new redescription Rnew = (q1 ∧ q′1, q2 ∧ q′2) if
and only if supp(R) ⊆ supp(Rref ). We extend and prove
the property described in Zaki & Ramakrishnan (2005)
in a more general setting, combining redescriptions with
arbitrary type of attributes and a finite amount of differ-
ent views. We demonstrate how to use it efficiently with
numerical attributes and show that this procedure does
not decrease the accuracy of a redescription. In fact, if
∃e ∈ E, e ∈ supp(q1) ∨ ∃e′ ∈ E, e′ ∈ supp(q2) such that
e /∈ supp(q′1) ∨ e′ /∈ supp(q′2), than J(Rnew) > J(R).
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If the attributes contain numerical values, we can
transform the redescription Rref , given an arbitrary re-
description R ∈ R such that supp(R) ⊆ supp(Rref ),
to redescription R′ref = (q′′1 , q

′′
2 ) such that R′ref has

tighter numerical bounds on all attributes contained
in the queries, supp(R) ⊆ supp(R′ref ) and that
J(supp(R), supp(R′ref )) ≥ J(supp(R), supp(Rref )). By
doing this, we increase the probability of finding the ele-
ment e or e′ as described above, which leads to improving
the accuracy of redescription Rnew. The construction pro-
cedure of such redescription is explained in Section S1.1
(Online Resource 1). The redescription R′ref is used as
a refinement redescription when numerical attributes are
present in the data.

We can now state and prove the following lemma:

Lemma 3.1. For every redescription R ∈ R, for every
redescription Rref = (q′1, q

′
2), where q′1 = qa1

∧ qa2
∧

. . . ∧ qan , ai ∈ attrs(Rref ), ∀i ∈ {1, . . . , n} and n ∈ N,
q′2 = qb1 ∧ qb2 ∧ . . . ∧ qbm , bj ∈ attrs(Rref ), ∀j ∈
{1, . . . ,m} and m ∈ N. If supp(R) ⊆ supp(Rref ) then
for a redescription Rnew = (q1 ∧ q′1, q2 ∧ q′2) it holds that
J(Rnew) ≥ J(R) and supp(Rnew) = supp(R).

The proof of Lemma 3.1 for redescription mining problems
containing two views can be seen in Section S1.1 (Online
Resource 1). General formulation with n arbitrary views
is proven by mathematical induction. It is easily seen from
the proof that if ∃e ∈ E, e ∈ supp(q1) ∨ ∃e′ ∈ E, e′ ∈
supp(q2) such that e /∈ supp(q′1) ∨ e′ /∈ supp(q′2) then
supp(q1 ∧ q′1) ∪ supp(q2 ∧ q′2) ⊂ supp(q1) ∪ supp(q2) thus
ultimately J(Rnew) > J(R).
The conjunctive refinement is demonstrated in Figure 2.
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Figure 2: Demonstration of the effects of the conjunctive refine-
ment on a support of the improved redescription and correspond-
ing redescription queries. For the supports represented on the figure
it holds: supp(R) ⊂ supp(Rref ). As a consequence: supp(R) =
supp(Rnew), J(Rnew) > J(R).

Line 8 from Algorithm 1 is replaced with the procedure
R ←createAndRefineRedescriptions(rw1, rw2,R, C) which

is presented in Algorithm 2.

Algorithm 2 The redescription set refinement procedure

Require: Rules created on W1 (rw1), Rules created on
W2 (rw2), Redescription set R, Constraints C

Ensure: A set of redescriptions R
1: procedure ConstructAndRefine
2: for Rnew ∈ rw1 × rw2 do
3: if Rnew.J ≥ C.minJref then
4: for R ∈ R do
5: R.Refine(Rnew)
6: Rnew.Refine(R)

7: if Rnew.J ≥ C.minJ then
8: R ← R∪Rnew

9: return R

The procedure described in Algorithm 2 and demonstrated
in Figure S1 applies conjunctive refinement by using re-
descriptions that satisfy the user defined constraints C and
redescriptions that satisfy looser constraints on the Jac-
card index (R.J ≥ C.minRefJ , C.minRefJ ≤ C.minJ).
These constraints determine the amount and variability of
redescriptions used to improve the redescription set.

The refinement procedure, in combination with re-
description query minimization explained in Mihelčić et al.
(2015b), provides grounds for mining more accurate yet
compact redescriptions.

3.2. Generalized redescription set construction

The redescription set obtained by Algorithm 1 contains
redescriptions satisfying hard constraints described in the
previous subsections. It is often very large and hard to
explore. For this reason, we extract one or more smaller
sets of redescriptions that satisfy additional preferential
properties on objective redescription evaluation measures,
set up by the user, and present them for exploration. This
process is demonstrated in Figure 3.

Producing summaries and compressed rule set represen-
tations is important in many fields of knowledge discov-
ery. In the field of frequent itemset mining such dense
representations include closed itemsets (Pasquier et al.,
1999) and free sets (Boulicaut & Bykowski, 2000). The
approaches using set pattern mining construct a set by en-
forcing constraints on different pattern properties, such as
support, overlap or coverage (Guns et al., 2011). Methods
developed in information theory consider sets that provide
the best compression of a larger set of patterns. These
techniques use properties like the Information Bottleneck
(Tishby et al., 1999) or the Minimum description length
(Grünwald, 2007). The work on statistical selection of
association rules developed by Bouker et al. (2012) pre-
sented techniques to eliminate irrelevant rules based on
dominance, which is computed on several possibly con-
flicting criteria. If some rule is not strictly dominated by
any other rule already in the set, the minimal similarity
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Figure 3: Flowchart representing the redescription set construction
process.

with some representative rule is used to determine if it
should be added to the set.

Redescriptions are highly overlapping with respect to
described instances and attributes used in the queries. It is
often very hard to find fully dominated redescriptions, and
the number of dominated redescriptions that can be safely
discarded is relatively small compared to a set of all cre-
ated redescriptions. Our approach, to create a set of user
defined (small) size, does not use a representative rule to
compute the similarity. Instead, it adds redescriptions to
the final redescription set by using the scalarization tech-
nique (Caramia & Dell’Olmo, 2008) developed in multi-
objective optimization to find the optimal solution when
faced with many conflicting criteria. If the corresponding
optimization function is minimized, given positive weights,
the solution is a strict pareto optimum, otherwise it is a
weak pareto optimum (Caramia & Dell’Olmo, 2008) of a
multi objective optimization problem. Similar aggregation
technique is used in multi attribute utility theory - MAUT
(Winterfeldt & Fischer, 1975) to rank the alternatives in
decision making problems.

Each redescription is evaluated with a set of criteria
known from the literature or defined by the user. The
final quality score is obtained by aggregating these crite-
ria with user-defined importance weights to produce a final
numerical score. Based on this score, the method selects
one non-dominated redescription, based on utilised quality
criteria, at each step of redescription set construction.

The procedure generalizes the current redescription set
construction approaches in two ways: 1) it allows defin-
ing importance weights to different redescription quality
criteria and adding new ones to enable constructing re-
description sets with different properties which provides
different insight into the data, 2) it allows creating mul-
tiple redescription sets by using different weight vectors,
support levels, Jaccard index thresholds or redescription
set sizes. Thus, it in many cases eliminates the need to

make multiple runs of a redescription mining algorithm.
One extremely useful property of the procedure is that

it can be used by any existing redescription mining algo-
rithm, or a combination thereof. In general, larger number
of diverse, high quality redescriptions allows higher quality
reduced sets construction.

Are there any elements in the data that share many
common properties? Can we find a subset of elements that
allows multiple different redescriptions? Can we find very
diverse but accurate redescriptions? What is the effect of
reducing redescription query size to the overall accuracy on
the observed data? What are the effects of missing values
to the redescription accuracy? What is our confidence that
these redescriptions will remain accurate if missing values
are added to our set? This is only a subset of questions
that can be addressed by observing redescription sets pro-
duced by the proposed procedure. The goal is not to make
redescription mining subjective in the sense of interesting-
ness (Tuzhilin, 1995) or unexpectedness (Padmanabhan &
Tuzhilin, 1998), but to enable exploration of mined pat-
terns in a more versatile manner.

The input to the procedure is a set of redescriptions pro-
duced by Algorithm 1 and an importance weight matrix
defined by the user. The rows of the importance weight
matrix define the users’ importance for various redescrip-
tion quality criteria. The procedure creates one output
redescription set for each row in the importance weight
matrix (line 3 in Algorithm 3). The procedure works in
two parts: first it computes element and attribute occur-
rence in redescriptions from the original redescription set
(line 2 in Algorithm 3). This information is used to find
the redescription that satisfies the user defined criteria and
describes elements by using attributes that are found in a
small number of redescriptions from the redescription set.
When found (line 4 in Algorithm 3), it is placed in the
redescription set being constructed (line 5 in Algorithm
3). Next, the procedure iteratively adds non-dominated
redescriptions (lines 7-9 in Algorithm 3) until the max-
imum allowed number of redescriptions is placed in the
newly constructed set (line 6 in Algorithm 3).

Algorithm 3 Generalized redescription set construction
Require: Redescription set R, Importance weight matrix
W, Size of reduced set n

Ensure: A set of reduced redescription sets Rred

1: procedure ReduceSet
2: [Eocur, Aocur]← computeCoocurence(R)
3: for wi ∈ W do
4: Rfirst ← findSpecificRed(R, Ecooc, Acooc, wi)
5: Rwi ← Rwi ∪Rfirst

6: while |Rwi | < n do
7: Rbest ← findBest(R,Rwi

, wi)
8: Rwi

← Rwi
∪Rbest

9: Rred ← Rred ∪ {Rwi
}

10: return Rred
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In the current implementation, we use 6 redescription
quality criteria, however more can be added. Five of these
criteria are general redescription quality criteria, the last
one is used when the underlying data contains missing val-
ues and will be described in the following section.

The procedure findSpecificRed uses the information
about the redescription Jaccard index, p-value, query size
and the occurrence of elements described by the redescrip-
tion and attributes found in redescriptions queries in re-
descriptions from the redescription set. The p-value qual-
ity score of a redescription R is computed as:

scorepval(R) =

{
log10(pV (R))

17 + 1 , pV (R) ≥ 10−17

0 , pV (R) < 10−17

The logarithm is applied to linearise the p-values and the
normalization 17 is used because 10−17 is the smallest pos-
sible p-value that we can compute.

The element occurrence score of a redescription is com-
puted as: scoreocurEl(R) =

∑
ek∈supp(R) Eocur[k]
∑|E|

j=1 Eocur[j]
. The at-

tribute occurrence score is computed in the same way as:
scoreocurAt(R) =

∑
ak∈attrs(R) Aocur[k]
∑|V1|+|V2|

j=1 Aocur[j]
. We also compute

the score measuring query size in redescriptions:

scoresize =

{ |attr(R)|
k , |attr(R)| < k

1 , k ≤ |attr(R)|
The user-defined constant k denotes redescription com-
plexity normalization factor. In this work we use k = 20,
because redescriptions containing more than 20 variables
in the queries are highly complex and hard to understand.

The first redescription is chosen by computing:
Rfirst = argminR (w0 · (1.0 − J(R)) + w1 ·
scorepval(R) +w2 · scoreocurEl(R) +w3 · scoreocurAt(R) +
w4 · scoresize(R)). Each following redescription is eval-
uated with a score function that computes redescrip-
tion similarity to each redescription contained in the
redescription set. The similarity is based on de-
scribed elements and attributes used in redescription
queries. This score thus allows controlling the level of
redundancy in the redescription set. For a redescrip-
tion Ri ∈ R\Rred we compute: scoreelemSim(Ri) =
maxj J(supp(Ri), supp(Rj)), j = 1, . . . , |Rred| and
scoreattrSim(R) = maxj J(attrs(Ri), attrs(Rj)), j =
1, . . . , |Rred|.

Several different approaches to reducing redundancy
among redescriptions have been used before, however no
exact measure was used to select redescriptions or to as-
sess the overall level of redundancy in the redescription set.
Zaki & Ramakrishnan (2005) developed an approach for
non-redundant redescription generation based on a lattice
of closed descriptor sets, Ramakrishnan et al. (2004) used
the parameter defining the number of times one class or de-
scriptor is allowed to participate in a redescription. This
is used to make a trade-off between exploration and re-
dundancy. Parida & Ramakrishnan (2005) computed non-
redundant representations of sets of redescriptions contain-

ing some selected descriptor (set of Boolean attributes).
Galbrun & Miettinen (2012b) defined a minimal contribu-
tion parameter each literal must satisfy to be incorporated
in a redescription query. This enforces control over redun-
dancy on the redescription level. Redundancy between
different redescriptions is tackled in the Siren tool Gal-
brun & Miettinen (2012c) as a post processing (filtering)
step. Mihelčić et al. (2015b) use weighting of attributes
occurring in redescription queries and element occurrence
in redescription supports based on work in subgroup dis-
covery (Gamberger & Lavrac, 2002; Lavrač et al., 2004).

We combine the redescription p-value score with its sup-
port to first add highly accurate, significant redescrip-
tions with smaller support, and then incrementally add
accurate redescriptions with larger support size. Can-
didate redescriptions are found by computing: Rbest =
argminR (w0 · (1.0− J(R)) +w1 · ( kn · scorepval(R) + (1−
k
n ) ·

supp(R)
|E| )+w2 ·scoreelemSim(R)+w3 ·scoreattrSim(R)+

w4·scoresize(R)), where k denotes the number of redescrip-
tions contained in the set under construction at this step.

3.3. Missing values

There are more possible ways of computing the redescrip-
tion Jaccard index when the data contains missing val-
ues. The approach that assumes that all elements from
redescription support containing missing values are dis-
tributed in a way to increase the redescription Jaccard
index is called optimistic (Jopt). Similarly, the approach
that assumes that all elements from redescription support
containing missing values are distributed in a way to de-
crease the redescription Jaccard index is called pessimistic
(Jpess). The rejective Jaccard index evaluates redescrip-
tions only by observing elements that do not contain miss-
ing values for attributes contained in redescription queries.
These measures are discussed in (Galbrun & Miettinen,
2012b). The Query non-missing Jaccard index (Jqnm), in-
troduced in (Mihelčić et al., 2015b), is an approach that
gives a more conservative estimate than the optimistic Jac-
card index but more optimistic estimate than the pes-
simistic Jaccard index. The main evaluation criteria for
this index is that a query (containing only the conjunc-
tion operator) can not describe an element that contains
missing values for attributes in that query. This index is
by its value closer to the optimistic than the pessimistic
Jaccard index. However, as opposed to the optimistic ap-
proach, redescriptions evaluated by this index contain in
their support only elements that have defined values for all
attributes in redescription queries and that satisfy query
constraints. The index does not penalize the elements con-
taining missing values for attributes in both queries which
are penalized in the pessimistic Jaccard index.

In this paper, we introduce a natural extension to the
presented measures: the redescription variability index.
This index measures the maximum possible variability in
redescription accuracy due to missing values. This allows
finding redescriptions that have only slight variation in ac-
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curacy regardless the actual value of the missing values. It
also allows reducing very strict constraints imposed by the
pessimistic Jaccard index that might lead to the elimina-
tion of some useful redescriptions.

The redescription variability index is defined as:
variability(R) = Jopt(R)− Jpes(R).
Formal definitions of pessimistic and optimistic Jaccard
index can be seen in Section S1.2 (Online resource 1).

The scores used to find the first and the best redescription
in generalized redescription set construction (Section 3.2)
are extended to include the variability score.
Our framework optimizes query non-missing Jaccard but
reports all Jaccard index measures when mining redescrip-
tions on the data containing missing values. In princi-
ple with the generalized redescription set construction, we
can return reduced sets containing accurate redescriptions
found with respect to each Jaccard index. Also, with the
use of variability index, the framework allows finding re-
descriptions with accuracy affected to a very small degree
by the missing values which is not possible by other re-
description mining algorithms in the literature. The only
approach working with missing values ReReMi requires
preforming multiple runs of the algorithm to make any
comparisons between redescriptions mined by using differ-
ent version of Jaccard index.

4. Data description and applications

We describe three datasets used to evaluate CRM-GRS
and demonstrate its application on a Country dataset.

4.1. Data description

The evaluation and comparisons are performed on three
datasets with different characteristics: the Country
dataset (UNCTAD, 2014; WorldBank, 2014; Gamberger
et al., 2014), the Bio dataset (Mitchell-Jones, 1999; Hij-
mans et al., 2005; Galbrun, 2013) and the DBLP dataset
(DBLP, 2010; Galbrun, 2013). Detailed description of each
dataset can be seen in Section S2 (Online resource 1).

Table 1: Description of datasets used to perform experiments

Dataset W1 attributes W2 attributes
Country
|E| = 199
countries

Numerical (49)
World Bank
Year: 2012
Country info

Numerical (312)
UNCTAD
Year: 2012
Trade Info

Bio
|E| = 2575
geographical
locations

Numerical (48)
Climate condi-
tions

Boolean (194)
mammal species

DBLP
|E| = 6455
authors

Boolean (304)
author-
conference
bi-partite graph

Boolean (6455)
co-authorship
network

Descriptions of all attributes used in the datasets are pro-
vided in the document (Online Resource 2).

4.2. Application on the Country dataset

The aim of this study is to discover regularities and in-
teresting descriptions of world countries with respect to
their trading properties and general country information
(such as various demographic, banking and health related
descriptors). We will focus on redescriptions describing
four European countries: Germany, Czech Republic, Aus-
tria and Italy, discovered as a relevant cluster in a study
performed by Gamberger et al. (2014). This study in-
vestigated country and trade properties of EU countries
with potential implications to a free trade agreement with
China. This or similar use-case may be a potential topic of
investigation for economic experts but the results of such
analysis could also be of interest to the policymakers and
people involved in export or import business.

First step in the exploration process involves specifying
various constraints on produced redescriptions. Determin-
ing parameters such as minimal Jaccard index or minimal
support usually requires extensive experimentation. These
experiments can be performed with CRM-GRS with only
one run of redescription mining algorithm by using mini-
mal Jaccard index of 0.1, minimal support of 5 countries
(if smaller subsets are not desired) and p-value of 0.01. Pa-
rameters specifying reduced set construction can now be
tuned to explore different redescription set sizes, minimal
Jaccard thresholds or minimal and maximal support inter-
vals. Results of such meta analysis (presented in Section
S2.2.2 (Online resource 1)) show little influence of setting
minimal Jaccard threshold on this dataset, however right
choice of minimal support is important. Redescription sets
using minimal support threshold of 5 countries show su-
perior properties and may contain useful knowledge.

We present three different redescriptions describing
specified countries and revealing their similarity to several
other countries (demonstrated in Figure 4).
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Figure 4: Similarities between different, mostly European, countries.

9

106 Chapter 5. Redescription Set Optimization



Redescriptions Rblue, Rgreen and Rred are defined as:
qb1 : 13.2 ≤ POP14 ≤ 15.2 ∧ 3.1 ≤MORT ≤ 5.0

∧ 0.0 ≤ POP_GROWTH ≤ 0.5

qb2 : 13.2 ≤ E/I_MiScManArt ≤ 15.2 ∧ 28.0 ≤
E_MedSTehInMan ≤ 40.0.
(Jqnm(Rblue) = Jopt(Rblue) = 1.0, Jpess(Rblue) = 0.88,
pV (Rblue) = 2.3 · 10−10, |supp(Rblue)| = 7)
qg1 : 16.2 ≤ POP64 ≤ 21.1 ∧ 2.9 ≤MORT ≤ 4.5

∧ 16.2 ≤ RUR_POP ≤ 50.1 ∧ 0.2 ≤W_REM ≤ 1.4

qg2 : 0.8 ≤ E/I_ElMachApp ≤ 1.8 ∧ 93.0 ≤
E_AlocProd ≤ 99.0 ∧ 1.1 ≤ E/I_SpecMach ≤ 4.3.
(Jqnm(Rgreen) = Jopt(Rgreen) = Jpess(Rgreen) = 1.0,
pV (Rgreen) = 1.9 · 10−11, |supp(Rblue)| = 9)
qr1 : 3.6 ≤ MORT ≤ 4.7 ∧ 22.9 ≤ CRED_COV ≤ 100.0

∧ 77.3 ≤ M2 ≤ 238.9

qr2 : 0.1 ≤ E/I_Cereals ≤ 1.7 ∧ 1.2 ≤ E/I_BevTob ≤
3.1 ∧ 0.7 ≤ E/I_SpecMach ≤ 4.3.
(Jqnm(Rred) = Jopt(Rred) = 1.0, Jpess(Rred) = 0.45,
pV (Rred) = 6.3 · 10−12, |supp(Rred)| = 10)

Table 2: Description of attributes from Rblue, Rgreen and Rred

Code Description
POP14 % of population aged [0,14]
POP64 % of population aged 65+
MORT Mortality under 5 years per 1000
POP_GROWTH % of population growth
RUR_POP % of population living in rural

area
W_REM % of GDP spent on worker’s re-

mittances and compensation
CRED_COV % of adults listed by private

credit bureau
M2 % of GDP as (quasi) money
E, I, E/I export, import, export to import

ratio
MiScManArt Miscellaneous manufactured ar-

ticles
MedSTehInMan Medium - skill, technology - in-

tensive manufactures
ElMachApp Electrical machinery, apparatus

and appliances
AlocProd All allocated products
SpecMach Specialised machinery
Cereals Cereals and cereal preparations
BevTob Beverages and tobacco

Presented redescriptions (attribute descriptions avail-
able in Table 2) confirm several findings reported in (Gam-
berger et al., 2014). Mainly, high export of medium - skill
and technology - intensive manufactures, export of bev-
erages and tobacco, low percentage of young population.
Additionally, these redescriptions reveal high percentage
of elderly population (age 65 and above), lower (compared
to world average of 47.4) but still present mortality rate of
children under 5 years of age (per 1000 living) and small to

medium percentage of rural population. The credit cov-
erage (percentage of adults registered for having unpaid
depths, repayment history etc.) varies between countries
but is no less than 20% adult population. The money and
quasi money (M2 - sum of currency outside banks etc.)
is between substantial 77.3% and very large 239% of to-
tal country’s GDP. For additional examples see Section
S2.2.3, Figure S11 (Online resource 1).

Output of CRM-GRS can be further analysed with visu-
alization and exploration tools such as the Siren (Galbrun
& Miettinen, 2012c) (available at http://siren.gforge.
inria.fr/main/) or the InterSet (Mihelčić & Šmuc, 2016)
(available at http://zel.irb.hr/interset/). In par-
ticular, the InterSet tool allows exploration of different
groups of related redescriptions, discovery of interesting
associations, multi-criteria filtering and redescription anal-
ysis on the individual level.

5. Evaluation and comparison

In this section we present the results of different eval-
uations. First, we perform a theoretical comparison of
our approach with other state of the art solutions which,
includes description of advantages and drawbacks of our
method. Next, we apply the generalized redescription set
construction procedure to these datasets starting from re-
descriptions created by the CLUS-RM algorithm. We eval-
uate the conjunctive refinement procedure and perform
a thorough comparison of our reduced sets with the re-
description sets obtained by several state of the art re-
description mining algorithms. The comparisons use mea-
sures on individual redescriptions (Section 2.1) as well as
measures on redescription sets (Section 2.2). We also use
the normalized query size defined in Section 3.2.

The execution time analysis, showing significant time re-
duction when using generalized redescription set construc-
tion instead of multiple CLUS-RM runs, is described in
Section S2.4 (Online resource 1).

5.1. Theoretical algorithm comparison
We compare the average case time and space complexity

of the CRM-GRS with state of the art approaches and
present the strengths and weaknesses of our framework.
The term z = 2d − 1 in Table 3 denotes the number of
nodes in the tree and is constrained by the tree depth d.
C denotes the set of produced maximal closed frequent
itemsets, l denotes the length of the longest itemset, B a
set of produced biclusters, L =

∑
c∈B |c| and R denotes a

set of produced redescriptions.
We can see from Table 3 that the CRM-GRS has slightly

higher computational complexity than other tree - based
approaches (which is based on time complexity of algo-
rithm C4.5), caused by complexity of underlying redescrip-
tion mining algorithm CLUS-RM. Optimizations proposed
in (Mihelčić et al., 2015b) lower average time complexity
of basic algorithm to O(z · (|V1| + |V2|) · |E|2 and algo-
rithm with refinement to O(z · (|V1|+ |V2|) · |E|2+z2 · |E|).
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Table 3: Time and space complexity of redescription mining algo-
rithms and the generalized redescription set construction procedure

Algorithm Time comp. Space comp.
CRM-GRS O(z·(|V1|+|V2|)·

|E|2 + z2 · |E|)
(No refinement)
O(z·(|V1|+|V2|)·
|E|2 + z3 · |E|)
(refinement)

O(z)

CARTWh. O(z·(|V1|+|V2|)·
|E|2)

O(z)

Split trees O(z·(|V1|+|V2|)·
|E|2)

O(z)

Layered
trees

O(z·(|V1|+|V2|)·
|E|2)

O(z)

Greedy O(|V1| · |V2| · |E|) O(1)

MID O(|C| · |E| · 2l) O(1)

Closed
Dset

O(|C| · |E| · 2l) O(|C|)

Relaxation
Latt.

max(O(|B| · log
(|E|) + (|V1| +
|V2|) · |E|, O(L ·
log(|E|)+(|V1|+
|V2|) · |E|))

O(|B|)

GRSC O(|R| · |E|) O(|R|)

Worst-case complexity with the use of refinement is O(z ·
(|V1| + |V2|) · |E|2 + z4 · |E|). It is the result of a very
optimistic estimate that produced redescriptions satisfy-
ing user constraints grow quadratically with the number
of nodes in the tree (this is only the case if no constraints
on redescriptions are enforced). In reality, it has at most
linear growth. Furthermore, term z2 · |E| is only domi-
nating if z > (|V1|+ |V2|) · |E|. Since redescription queries
become very hard to understand if they contain more than
10 attributes, even with 2 attributes in each of two views,
this term is dominated when |E| > 255 instances.

Greedy approaches (Gallo et al., 2008; Galbrun & Mi-
ettinen, 2012b) are less affected by the increase in number
of instances than the tree-based approaches, but are more
sensitive to the increase in number of attributes.

Complexity of approaches based on closed and frequent
itemset mining (Gallo et al., 2008; Zaki & Ramakrish-
nan, 2005) depends on the number of produced frequent or
closed itemsets which in worst case equals 2|V1|+|V2|. Sim-
ilarly, the complexity of approach proposed by Parida &
Ramakrishnan (2005) depends on the number of created
biclusters and their size.

One property of our generalized redescription set con-
struction procedure (GRSC) is that it can be used to re-
place multiple runs of expensive redescription mining algo-
rithms. Analysis from Table 3 and in S2.6 (Online resource
1) shows that it has substantially lower time complexity

than all state of the art approaches except the MID and
the Closed Dset. However, even for this approaches, it
might be beneficial to use GRSC instead of multiple runs
of these algorithms when |C| · 2l > |R|.

Since a trade-off between space and time complexity can
be made for each of the analysed algorithms, we write the
space complexity as a function of stored itemsets, rules,
redescriptions or clusters. To reduce execution time, these
structures can be stored in memory together with corre-
sponding instances which increases space complexity to
O(Cold · |E|) for all approaces.

One drawback of our method is increased memory con-
sumption (O(z2) in the worst case). Since we memorize
all distinct created redescriptions that satisfy user con-
straints, it is among more memory expensive approaches.
Although, the estimate O(z2) is greatly exaggerated, and
is in real applications at most O(z), it is currently the
only approach that memorizes and uses all created re-
descriptions to create diverse and accurate redescription
sets for the end users. If memory limit is reached, we use
the GRCS procedure (called in line 8 of Algorithm 1) to
create reduced redescription sets of predefined properties.
Only redescriptions from these sets are retained allowing
further execution of the framework.

Greedy and the MID approaches are very memory effi-
cient since they store only a small number of candidate re-
descriptions in memory. Other tree-based approaches store
two decision trees at each iteration, Closed Dset (Zaki &
Ramakrishnan, 2005) approach saves a closed lattice of de-
scriptor sets and the relaxation lattice approach (Parida
& Ramakrishnan, 2005) saves produced biclusters.

The main advantages of our approach are that it pro-
duces a large number of diverse, highly accurate redescrip-
tions which enables our multi-objective optimization pro-
cedure to generate multiple, high quality redescription sets
of differing properties that are presented to the end user.

5.2. Experimental procedure

In this section we explain all parameter settings used
to perform evaluations and comparisons with various re-
description mining algorithms.

For all algorithms, we used the maximal p-value thresh-
old of 0.01 (the strictest significance threshold). The min-
imal Jaccard index was set to 0.2 for the DBLP dataset
based on results presented in Galbrun (2013), Table 6.1,
p. 46. The same is set to 0.6 for the Bio dataset based
on results in Galbrun (2013) Table 7, p. 301. The thresh-
old 0.5 for the Country dataset was experimentally de-
termined. Minimal support was set to 10 elements for
the DBLP, based on Galbrun (2013) p.48, and the same
is used for the Bio dataset. Country dataset is signifi-
cantly smaller thus we set this threshold to 5 elements.
Impact of changing minimal Jaccard index and minimal
support is data dependant. Increasing these thresholds
causes a drop in diversity of produced redescriptions, re-
sulting in high redundancy and in some cases inadequate
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number of produced redescriptions. However, it also in-
creases minimal and average redescription Jaccard index
and support size. Lowering these thresholds has the op-
posite effect, increasing diversity but potentially reducing
overall redescription accuracy or support size. Increas-
ing maximal p-value threshold allows more redescriptions
(although less significant) to be considered as candidates
for redescription set construction. The effects of changing
minimal Jaccard index and minimal support size on the
produced redescription set of size 50 by our framework on
Country, Bio and DBLP dataset can be seen in Section
S2.2.2 (Online resource 1).

We compared the CLUS-RM algorithm with the gen-
eralized redescription set construction procedure (CRM-
GRS), to the ReReMi, the Split trees and the Layered
trees algorithms implemented in the tool called Siren (Gal-
brun & Miettinen, 2012c). The specific parameter values
used for each redescription mining algorithm can be seen
in Section S2 (Online Resource 1).

5.3. Analysis of redescription sets produced with CRM-
GRS

We analyse a set containing all redescriptions produced
by CLUS-RM algorithm (referred to as a large set of re-
descriptions) and the corresponding sets of substantially
smaller size constructed from this set by generalized re-
description set construction procedure (referred to as re-
duced sets of redescriptions) on three different datasets.

For the purpose of this analysis, we create redescrip-
tions without using the refinement procedure and disal-
low multiple redescriptions describing the same set of in-
stances. To explore the influence of using different impor-
tance weights on properties of produced redescription sets,
we use the different weight combinations given in Table 4.

Table 4: A matrix containing different combinations of importance
weights for the individual redescription quality criteria.

W =




J pV AJ EJ RQS RV
0.2 0.2 0.2 0.2 0.2 0.0
0.4 0.2 0.1 0.1 0.2 0.0
0.6 0.2 0.0 0.0 0.2 0.0
0.0 0.2 0.3 0.3 0.2 0.0




In the rows 1, 2 and 3 of matrix W , we incrementally in-
crease the importance weight for the Jaccard index and
equally decrease the weight for the element and attribute
Jaccard index in order to explore the effects of finding
highly accurate redescriptions at the expense of diversity.
The last row explores the opposite setting that completely
disregards accuracy and concentrates on diversity.

By using importance weights in each row of matrices
W (Table 4) and Wmiss (Table 5), we create redescription
sets containing 25, 50, 75, 100, 125, 150, 175 and 200
redescriptions. We plot the change in element/attribute

coverage, average redescription Jaccard index, average p-
value, average element/attribute Jaccard index and aver-
age query size against the redescription set size. Infor-
mation about redescriptions in the large set is used as a
baseline and compared to the quality of reduced sets.

5.3.1. The analysis on the Bio dataset
We start the analysis by examining the properties of the
large redescription set presented in Figure 5. In Figure 6,
we compare the properties of redescriptions in the large
redescription set, against properties of redescriptions in
reduced sets based on different preference vectors. The
results are presented only for the Bio dataset, however
similar analysis for the DBLP and the Country dataset is
presented in Section S2.2.3 (Online Resource 1).

Figure 5 shows distributions of quality measures for
redescriptions in the large redescription set constructed
with CLUS-RM algorithm. Redescription Jaccard index
is mostly in [0.6, 0.7] interval, though a noticeable num-
ber is in [0.9, 1.0]. The p-value is at most 0.01 but mainly
smaller than 10−17. The maximum average element Jac-
card index equals 0.13 and the maximum average attribute
Jaccard index equals 0.14 which shows a fair level of di-
versity among produced redescriptions. Over 99% of re-
descriptions contain less than 15 attributes in both queries,
and more than 50% contains less than 10 attributes in both
queries which is good for understandability.

Plots in Figure 6 contain 5 graphs demonstrating a
specific property of the reduced redescription set and its
change with the increase of reduced redescription set size.
The Reduced k graph demonstrates properties of redescrip-
tions contained in redescription set created with the pref-
erence weights from the k-th row ofW . The graph labelled
Large set demonstrates properties of redescriptions from a
redescription set containing all produced redescriptions.

Increasing the importance weight for a redescription
Jaccard index has the desired effect on redescription accu-
racy in the reduced sets of various size. Large weight on
this criteria leads to sets with many highly accurate but
more redundant redescriptions (average element Jaccard
> 0.15) with larger support (average support > 10% of the
total number of elements in the dataset). Consequence of
larger support is increased overall element coverage. The
effect is in part the consequence of using the Bio dataset
that contains a number of accurate redescriptions with
high support (also discussed in (Galbrun, 2013)). This ef-
fect is not observed on the Country and the DBLP dataset
(Figures S4 and S5), where element and attribute cover-
age is increased only with increasing diversity weights in
the preference vector. The average redescription Jaccard
index decreases as the reduced set size increases which is
expected since the total number of redescriptions with the
highest possible accuracy is mostly smaller than 200.

Use of weights from the second row of the importance
matrixW largely reduces redundancy and moderately low-
ers redescription accuracy in produced redescription set
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Figure 5: Histograms showing distributions of different redescription quality measures for the large redescription set containing 7413 re-
descriptions. Redescriptions are created on the Bio dataset.

compared to weights that highly favour redescription accu-
racy. The equal weight combination provides accurate re-
descriptions (above large set average) that describe differ-
ent subsets of elements by using different attributes (both
below large set average). The average redescription sup-
port is lower as a result, around 5% of data elements. De-
spite this, the element coverage is between 88% and 100%
with the sharp increase to 98% for a set containing 50 re-
descriptions. The element coverage reaches 100% for sets
containing at least 175 redescriptions.

Depending on the application, it might be interesting to
find different, highly accurate descriptions of the same or
very similar sets of elements (thus the weights from the
third row of W from Table 4 would be applied). Higher

redundancy provides different characteristics that define
the group. It sometimes also provides more specific infor-
mation about subsets of elements of a given group.

We found several highly accurate redescriptions describ-
ing very similar subsets of locations on the Bio dataset by
using weights from the third row of the matrix W . These
locations are characterized as a co-habitat of the Arctic
fox and one of several other animals with some specific cli-
mate conditions. We provide two redescriptions describing
a co-habitat of the Arctic fox and the Wood mouse.
q1 : −9.5 ≤ t−11 ≤ 0.9 ∧ 9.7 ≤ t+7 ≤ 13.4

q2 : Woodmouse ∧ ArcticFox ∧ ¬ MountainHare
This redescription describes 57 locations with Jaccard in-
dex 0.83. One very similar redescription describing 58 lo-
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Figure 6: Plots comparing element and attribute coverage, average redescription: Jaccard index, log(p-value), element/attribute Jaccard
index, normalized support and normalized query size for resulting reduced sets of different size and the original, large redescription set
containing all produced redescriptions. Reduced k, corresponds to the reduced set obtained with the importance weights from the k-th row
of the weight matrix W .
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cations from which 57 are the same as above, with Jaccard
index 0.87 is:
q1 : −5.5 ≤ t̃2 ≤ 2.2 ∧ 6.4 ≤ t+9 ≤ 10.6

q2 : Woodmouse ∧ ArcticFox ∧ ¬ Norwaylemming
Examples that are even more interesting can be found

on the Country data where very similar sets of countries
can be described by using different trading and general
country properties. The example can be seen in Section
S2.1.3, Figure S11 (Online Resource 1).

5.3.2. Using the redescription variability index on the
Country dataset

We analyse the impact of missing values to redescription
creation and use newly defined redescription variability in-
dex (RW ), in the context of generalized set generation, on
the Country dataset with a weight matrix shown in Ta-
ble 5. The variability weight is gradually increased while
other weights are equally decreased to keep the sum equal
to 1.0 (which is convenient for interpretation).

Table 5: The weight matrix designed to explore the effects of chang-
ing redescription variability index on the resulting redescription set.
These weights are applied on data containing missing values. Oth-
erwise, the variability index weight (RV) should equal 0.

Wmiss =




J pV AJ EJ RQS RV
0.2 0.2 0.2 0.2 0.19 0.01
0.18 0.18 0.18 0.18 0.18 0.1
0.14 0.14 0.14 0.14 0.14 0.3
0.1 0.1 0.1 0.1 0.1 0.5
0.06 0.06 0.06 0.06 0.06 0.7




The change in variability index depending on a reduced
set size and comparison with the large set can be seen in
Figure 7.

Figure 7: Change in average variability index of redescriptions in
reduced redescription set for various set sizes and the set containing
all created redescriptions.

As expected, increasing the importance weight for re-
description variability favours selecting more stable re-
descriptions to the changes in missing values.

To demonstrate the effects of variability index to re-
description accuracy, we plot graphs comparing averages
of optimistic, query non-missing and pessimistic Jaccard
index for every row of the weight matrix for different re-
duced set sizes. The results for row 1 and row 4 can be
seen in Figures 8 and 9. Plots for reduced sets obtained
with importance weights from the 2., the 3. and the 5. row
of Wmiss are available in Figure S12 (Online resource 1).
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Figure 8: Optimistic, query non-missing and pessimistic Jaccard in-
dex for reduced sets of different sizes created with importance weight
from the first row of the weight matrix Wmiss.
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Figure 9: Optimistic, query non-missing and pessimistic Jaccard in-
dex for reduced sets of different sizes created with importance weight
from the fourth row of the weight matrix Wmiss.

Increasing the weight on the variability index has the de-
sired effect of reducing the difference between values of
different Jaccard index measures. However, the average
optimistic and query non-missing Jaccard index values in
the reduced sets drop as a result.
Redescription with Jqnm = Jpess = Jopt = 1.0:
q1 : 3.6 ≤MORT ≤ 4.1 ∧ 25.9 ≤ RUR_POP ≤ 38.4
∧ 58.8 ≤ LABOR_PARTICIP_RATE ≤ 61.1
q2 : 68.0 ≤ E23 ≤ 79.0 ∧ 0.7 ≤ E/I104 ≤ 4.4
∧ 0.9 ≤ E/I50 ≤ 1.5
is highly accurate and stable redescription constructed by
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CRM-GRS with the importance weight from the fourth
row of a matrix Wmiss. It is statistically significant with
the p-value smaller than 10−17.

Redescriptions exist for which Jqnm = Jopt and Jpess <
Jopt. In such cases, the drop in accuracy from Jopt to Jpess
occurs because a number of elements exist in the dataset
for which membership in the support of neither redescrip-
tion query can be determined, due to missing values. Op-
timizing pessimistic Jaccard index is very strict and can
discard some potentially significant redescriptions such as:
q1 : 5.6 ≤ EMPL_BAD ≤ 18.2 ∧ 2.9 ≤MORT ≤ 4.5
∧ 2.0 ≤ AGR_EMP ≤ 10.5 ∧ −2.4 ≤ BAL ≤ 10.1
q2 : 1.1 ≤ E/I85 ≤ 3.1 ∧ 93.0 ≤ E97 ≤ 98.0. This
redescription has Jqnm = Jopt = 1.0 and Jpess = 0.48.
With the variability index of 0.52 it describes all elements
that can be evaluated by at least one redescription query
with the highest possible accuracy.

This example motivates optimizing query non-missing
Jaccard with positive weight on the variability index. It
is especially useful when small number of highly accurate
redescriptions can be found and when a large percentage
of missing values is present in the data.

5.4. Evaluating the conjunctive refinement procedure
The next step is to evaluate the conjunctive refinement
procedure and its effects on the overall redescription accu-
racy. We use the same experimental set-up as in Section
5.3 for both sets with the addition of the minimum refine-
ment Jaccard index parameter, which was set to 0.4 on the
Bio dataset and 0.1 on the Country and the DBLP dataset.
The algorithm requires the initial clusters to start the min-
ing process as explained in Section 3.1.1 and in (Mihelčić
et al., 2015b). To maintain the initial conditions, we cre-
ate one set of initial clusters and use them to create re-
descriptions with and without the conjunctive refinement
procedure. Since we use PCTs with the same initial ran-
dom generator seed in both experiments, the differences
between sets are the result of applying the conjunctive
refinement procedure. The effects of using conjunctive re-
finement are examined on sets containing all redescriptions
produced by CLUS-RM and on reduced sets created with
equal importance weights by the generalized redescription
set construction procedure (Row 1 in matrix W ).

The effects of using the refinement procedure on re-
description accuracy are demonstrated in comparative his-
togram (Figure 10) showing the distribution of redescrip-
tion Jaccard index in a set created by CLUS-RM with and
without the refinement procedure.

CLUS-RM produced 7413 redescriptions, satisfying con-
straints from Section 5.2, without the refinement proce-
dure and 10472 redescriptions with the refinement proce-
dure. The substantial increase in redescriptions satisfying
user-defined constraints, when the conjunctive refinement
procedure is used, is accompanied by significant improve-
ment in redescription accuracy.

We performed the one-sided independent 2-group Mann-
Whitney U test with the null hypothesis that there is
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Figure 10: Distribution of a redescription Jaccard index in a large
set created on a Bio dataset with and without the conjunctive re-
finement procedure. The set obtained without using the conjunctive
refinement procedure contains 7413 redescriptions, and the set ob-
tained by using the conjunctive refinement procedure contains 10472
redescriptions.

a probability of 0.5 that an arbitrary redescription (Rr)
from a set obtained by using conjunctive refinement has
the Jaccard index larger than the arbitrary redescription
(Rnr) from a set obtained without using the conjunctive
refinement procedure (P (J(Rr) > J(Rnr)) = 0.5). The
p-value of 2.2 · 10−16 lead us to reject the null hypothe-
sis with the level of significance 0.01 and conclude that
P (J(Rr) > J(Rnr)) > 0.5 must be true.

Another useful property of the conjunctive refinement
procedure is that it preserves the size of redescription sup-
port. The comparative distribution of redescription sup-
ports between the sets is shown in Figure 11.
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Figure 11: Distribution of a redescription support size in a large set
created on a Bio dataset with and without the conjunctive refine-
ment procedure. The set obtained without using the conjunctive
refinement procedure contains 7413 redescriptions, and the set ob-
tained by using the conjunctive refinement procedure contains 10472
redescriptions.

Majority of 3059 redescriptions that entered the redescrip-
tion set because of the improvements made by the con-
junctive refinement have supports in the interval [10, 500]
elements. Because of that, the average support size in the
redescription set obtained by using the refinement pro-
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cedure (217.98) is lower than that obtained without the
refinement procedure (263.63). The change in distribution
is significant, as shown by the one-sided independent 2-
group Mann-Whitney U test. The test rejects the hypoth-
esis P (|supp(Rnr)| > |supp(Rr)|) = 0.5 with the level of
significance 0.01 (p-value equals 2.4 · 10−14), thus showing
that P (|supp(Rnr)| > |supp(Rr)|) > 0.5.

Using the conjunctive refinement procedure improves re-
description accuracy and adds many new redescriptions to
the redescription set. However, since the reduced sets are
presented to the user, it is important to see if higher qual-
ity reduced sets can be created from the large set by using
the conjunctive refinement procedure compared to the set
obtained without using the procedure.

We plot comparative distributions for all defined re-
description measures for reduced sets extracted from the
redescription set obtained with (CLRef ) and without
(CLNRef ) the conjunctive refinement procedure. The
comparison made on the sets containing 200 redescriptions
is presented in Figure 12. The boxplots representing distri-
butions of supports show that the redescription construc-
tion procedure extracts redescriptions of various support
sizes, which was intended to prevent focusing only on large
or small redescriptions based on redescription accuracy.

We compute the one-sided independent 2-group Mann-
Whitney U test on the reduced sets for the redescription
Jaccard index (J) and the normalized redescription query
size (RQS) since there seem to be a difference in distribu-
tions as observed from Figure 12. For other measures, we
compute the two-sided Mann-Whitney U test to assess if
there is any notable difference in values between the sets.

The null hypothesis that P (J(Rr) > J(Rnr)) = 0.5 is
rejected with the p-value smaller than 2.2 · 10−16 < 0.01,
thus the alternative hypothesis P (J(Rr) > J(Rnr)) > 0.5
holds. The difference in support between two sets is not
statistically significant (p-value equals 0.21, obtained with
the two-sided test). Distributions of redescription p-values
are identical because all redescriptions have equal p-value:
0.0. The difference in average attribute/element Jaccard
index is also not statistically significant (p-values 0.88 and
0.13 respectively obtained with the two-sided test). The p-
value for the null hypothesis P (RQS(Rnr) < RQS(Rr)) =
0.5 equals 5.25·10−6 < 0.01 thus the alternative hypothesis
P (RQS(Rnr) < RQS(Rr)) > 0.5 holds.

The refinement procedure enables constructing reduced
sets containing more accurate redescriptions with the av-
erage Jaccard index increasing from 0.72, for reduced set
obtained without using refinement procedure, to 0.82 for
reduced set obtained when refinement procedure is used.
This improvement sometimes increases redescription com-
plexity, albeit this is limited on average to having less than
1 additional attribute in redescription queries.

The set produced by using the conjunctive refinement
procedure has the element coverage of 0.9996 and the at-
tribute coverage of 0.7613 compared to the set where this
procedure was not used where the element coverage is 1.0
and the attribute coverage is 0.7243.
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Figure 12: Boxplots comparing distributions of redescription: Jac-
card index, support, log(p-value), element Jaccard index, attribute
Jaccard index and normalized query size in reduced sets containing
200 redescriptions. The reduced sets were obtained by the general-
ized redescription set construction procedure by using equal impor-
tance weight for each measure.

The conjunctive refinement procedure also significantly
increases redescription accuracy on the DBLP and the
Country dataset. Equivalent analysis for these datasets
is performed in Section S2.3 (Online Resource 1).

5.5. Comparisons with other state of the art redescription
mining algorithms.

In this section, we present the comparative results of re-
description set quality produced by our framework (CRM-
GRS) compared to the state of the art algorithms: the
ReReMi Galbrun & Miettinen (2012b), the Split trees and
the Layered trees Zinchenko (2014). To perform the exper-
iments, we used the implementation of the ReReMi, the
Split trees and the Layered trees algorithm within the tool
Siren (Galbrun & Miettinen, 2012c).

The ReReMi algorithm was already compared in (Gal-
brun & Miettinen, 2012b) with the CartWheels algorithm
(Ramakrishnan et al., 2004) (on a smaller version of a
DBLP and the Bio dataset), with the association rule
mining approach obtained by the ECLAT frequent item-
set miner (Zaki, 2000) and the greedy approach developed
by Gallo et al. (2008). The approach from Zaki & Ra-
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makrishnan (2005), which is also related, works only with
boolean attributes and have no built in mechanism to dif-
ferentiate different views. Redescription mining on the
DBLP dataset with the original implementation of the al-
gorithm1 returned 49 redescriptions, however they only de-
scribe authors by using co-authorship network. Since, our
goal is to describe authors by their co-authorship network
and provide the information about the conferences they
have published in, these redescriptions are not used in our
evaluation. To use the approach on the Bio dataset, we
first applied the Discretize filter in weka2 to obtain nom-
inal attributes. Then, we applied NominalToBinary filter
to obtain binary attributes that can be used in Charm-L.
As a result, the number of attributes on the Bio dataset
increased to 1679 making the process of constructing a
lattice of closed itemsets to demanding with respect to ex-
ecution time constraints. The Country dataset contains
missing values which are not supported by this approach.

Since there is an inherent difference in the number of
created redescriptions, depending on the type of logical
operators used to create them, between CLUS-RM and the
comparative algorithms, we split the algorithm comparison
in two parts. First, we compare redescription properties
created by using all logical operators and then redescrip-
tions created by using only the conjunction and the nega-
tion operator (Bio and DBLP dataset) or only by using
the conjunction operator (Country dataset).

After obtaining redescriptions with the algorithms im-
plemented in the tool Siren (Galbrun & Miettinen, 2012c),
with parameters specified in Section 5.2, we used the Fil-
ter redundant redescriptions option to remove duplicate
and redundant redescriptions. Since SplitTrees and Lay-
eredTrees algorithms always use all logical operators to
create redescriptions, we created a redescription set with
these approaches and filtered out redescriptions containing
the disjunction operator in at least one of its queries.

For each obtained redescription set from the ReReMi,
the Split trees and the Layered trees algorithm, we ex-
tracted a redescription set of the same size with the gen-
eralized redescription set procedure with equal weight im-
portance for each redescription criteria. These sets are
extracted from a large set created with the CLUS-RM al-
gorithm with the parameters specified in Section 5.2.

We plot pairwise comparison boxplots for each re-
description measure comparing the performance of our
framework with the three chosen approaches.

For each comparison we analyse the hypothesis about
the distributions by using the one-sided independent 2-
group Mann-Whitney U test (see summary in Table 6).

5.5.1. Comparison on the Bio dataset
First, we compare the algorithms on the Bio dataset. Fig-
ures 13, 14 and Table 6 show that the set produced by

1http://www.cs.rpi.edu/~zaki/www-new/pmwiki.php/
Software/Software

2http://www.cs.waikato.ac.nz/ml/weka/

CRM-GRS tend to contain more accurate redescriptions
on the Bio dataset when the conjunction and the negation
operators are allowed and when the conjunctive refinement
procedure is used compared to all other approaches.
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Figure 13: Boxplots comparing redescriptions produced with our
framework (CLNref, CLRef) and the ReReMi algorithm (ReReMi)
on the Bio dataset. Sets contain 66 redescriptions created by using all
defined logical operators and 46 redescriptions when only conjunction
and negation operators are used to construct redescription queries.

The results are significant at the significance level of 0.01,
except for the case of ReReMi when all logical operators
were allowed and refinement procedure was not used in
the CLUS-RM algorithm. Redescriptions contained in
redescription sets produced by CRM-GRS tend to have
smaller p-values compared to redescriptions produced by
other tree - based algorithms (statistically significant with
the significance level of 0.05). Redescription sets created
by CRM-GRS tend to contain redescriptions with smaller
element/attribute Jaccard index (redundancy) and smaller
query size (the difference is statistically significant with
the significance level of 0.01 with the exception of a set
created by CRM-GRS, when conjunctive refinement pro-
cedure was not used in CLUS-RM, compared to the set
created by Layered trees algorithm).

Element and attribute coverage analysis for all ap-
proaches is provided in Section S2.5.1 (Online Resource
1). This analysis suggests that despite smaller average
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Table 6: Table containing p-values obtained with the one-sided independent 2-group Mann-Whitney U test. We test the hypothesis to have
the probability 0.5 that the redescription chosen from the redescription set obtained by our framework has larger/smaller value compared
to the redescription chosen from the redescription set produced by the ReReMi, the Split trees (ST) or the Layered trees (LT), depending
on the redescription measure used, compared to the alternative in which a redescription chosen from a set produced by our framework has
the probability greater than 0.5 for this outcome. For the Jaccard index (J) and support we test if the probability is greater than 0.5 to
obtain larger values, for the average redescription redundancy based on elements/attributes contained in their support (AEJ)/ (AAJ) and
redescription query size (RQS), we test if the probability is larger to obtain smaller values in the set produced by our framework. Each table
cell contains two p-values in the format pV al1/pV al2. The first p-value relates to the set produced by the CLUS-RM without the conjunctive
refinement procedure and the second with the refinement procedure.

Dataset Operators Measure ReReMi ST LT

Bio

AllOp (DCN)

J 0.91/2 · 10−4 2.6 · 10−9/2.7 · 10−15 0.0035/1.9 · 10−7
Supp 1.0/1.0 1.0/1.0 0.9994/1.0
p-value 2 · 10−9/2 · 10−9 0.0217/0.0217 0.0408/0.0408
AEJ < 2 · 10−16/< 2 · 10−16 5.3 · 10−10/3.4 · 10−11 1.3 · 10−5/2.3 · 10−8
AAJ 2 · 10−7/2 · 10−7 1.2 · 10−13/< 2 · 10−16 0.1122/8.2 · 10−5
RQS 2 · 10−8/9 · 10−5 1.5 · 10−8/1.3 · 10−5 6.7 · 10−7/5 · 10−5

ConjNeg (CN)

J 0.0035/1.5 · 10−12
Supp 1.0/1.0
p-value 0.08/0.08
AEJ < 2 · 10−16/1.4 · 10−15 |R| < 10 |R| < 10
AAJ < 2 · 10−16/< 2 · 10−16
RQS 4.3 · 10−10/3.5 · 10−7

DBLP

AllOp (DCN)

J 1.0/1.0 1.0/0.9999
Supp 1.0/1.0 0.0033/0.0033
p-value 1.0/1.0 1.0/1.0
AEJ 1.0/1.0 0.904/0.980 |R| < 10
AAJ 1.0/1.0 0.9997/0.9998
RQS < 2 · 10−16/8.6 · 10−9 < 2 · 10−16/3.5 · 10−15

ConjNeg (CN)

J 0.0127/5.96 · 10−7
Supp 1.74 · 10−8/1.14 · 10−9
p-value 0.9779/0.9933
AEJ 1.0/1.0 |R| < 10 |R| < 10
AAJ 1.0/1.0
RQS 1.0/1.0

Country

AllOp (DCN)

Jpess 1.0/0.9979
Jqnm < 2 · 10−16/< 2 · 10−16
Supp 1.0/1.0
p-value 6.3 · 10−10/7.5 · 10−10 NA NA
AEJ < 2 · 10−16/< 2 · 10−16 NA NA
AAJ < 2 · 10−16/< 2 · 10−16
RQS < 2 · 10−16/< 2 · 10−16

Conj (CN)

Jpess 0.257/7 · 10−6
Jqnm 5.2 · 10−7/2.3 · 10−8
Supp 4.7 · 10−4/0.769
p-value 0.0503/0.0239 NA NA
AEJ 0.608/2.6 · 10−5 NA NA
AAJ 1.74 · 10−15/3.3 · 10−12
RQS 1.3 · 10−9/3.7 · 10−17
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Figure 14: Boxplots comparing 49 redescriptions by using all defined
logical operators, produced with our framework (CLNref, CLRef)
and the Split trees algorithm (STrees) on the Bio dataset (left).
The analogous comparison is made with the Layered trees algorithm
(LTrees) on 30 redescriptions (right).

redescription support, our framework has comparable per-
formance with respect to element and attribute coverage.

As already discussed in (Galbrun, 2013), the ReReMi al-
gorithm has a drift towards redescriptions with large sup-
ports on the Bio dataset. The consequence is a large el-
ement redundancy among produced redescriptions. The
Split trees and the Layered trees algorithms produce re-
descriptions in the whole support range, though majority
of produced redescriptions still have a very high support
resulting in large element redundancy. Our approach re-
turns redescriptions with various support size as can be
seen from Figures 13 and 14 though majority of produced
redescriptions are very close to the minimal allowed sup-
port. However, if needed, the minimal support can be
adjusted to produce sets containing redescriptions that de-
scribe larger sets of elements. It is also possible to produce
multiple sets, each being produced with different minimal
and maximal support bounds. Also, by adjusting the im-
portance weights to highly favour Jaccard index, the user
can produce reduced sets with similar properties as those
produced by the ReReMi, the Layered trees and the Split
trees. The distribution of support size in the large re-

description set produced with the basic variant of CLUS-
RM algorithm on the Bio dataset can be seen in Figure
5. The increase in accuracy obtainable by using different
weights to construct reduced sets can be seen in Figure 6.

Redescription sets produced with the Layered and the
Split trees algorithms do not create enough redescriptions
containing only conjunction and negation operator in its
queries to make the distribution analysis. The Layered
trees algorithm produced only one redescription with Jac-
card index 0.62 and the Split trees algorithm created four
redescriptions with Jaccard index 0.97, 0.65, 0.7 and 0.78.
On the other hand, the CLUS-RM with the conjunctive
refinement procedure created over 14000 redescriptions
containing only conjunction and negation in the queries
with the Jaccard index greater than 0.6 from which 73
redescriptions have Jaccard index 1.0.

Our framework complements the existing approaches
which is visible from redescription examples found by our
approach that were not discovered by other algorithms.
Section S2.5.1 (Online Resource 1) contains one example
of very similar redescription, found by the ReReMi and
the CRM-GRS, and several redescriptions discovered by
CRM-GRS that were not found by other approaches.

5.5.2. Comparison on the DBLP dataset
The DBLP dataset is very sparse and all redescription min-
ing algorithms we tested only returned a very small num-
ber of highly accurate redescriptions. Half of the redescrip-
tion mining runs we performed with different algorithms
returned to small number of redescriptions to perform a
statistical analysis. On this dataset, we can compare qual-
ity measure distributions of redescriptions produced by our
framework only with the ReReMi algorithm (Figure 15),
and with the Split trees algorithm when all operators are
used to construct redescription queries. (Figure 16).
CRM-GRS tends to produce redescriptions with smaller
query size than the ReReMi and the Split trees algorithms
when all the operators are allowed. The redescriptions
contained in the reduced set produced by our framework
tend to have higher support than those produced by the
Split trees algorithm. The distribution analysis on sets
created by using only conjunction and negation logical op-
erators can be performed only against the ReReMi algo-
rithm due to small number of redescriptions produced by
the other approaches. In this case, CRM-GRS tends to
produce more accurate redescriptions (significant at the
significance level of 0.01 when the conjunctive refinement
is used and at the significance level of 0.05 when conjunc-
tive refinement is not used). In both cases, our framework
produces redescriptions that tend to have larger support
(significant with the level of 0.01). There is a more pro-
nounced difference between the Split trees algorithm and
CRM-GRS when all the operators are allowed. In this
case, the Split trees algorithm has higher median in distri-
bution of redescription accuracy.

The Layered trees approach produced 7 re-
descriptions using all operators, with accuracy
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Figure 15: Boxplots comparing redescriptions, produced with our
framework (CLNref, CLRef) and the ReReMi algorithm (ReReMi)
on the DBLP dataset. Sets contain 536 redescriptions created by
using all defined logical operators and 155 redescriptions when only
conjunction and negation operators are used to construct redescrip-
tion queries.

0.85, 0.81, 0.71, 0.73, 0.23, 0.23, 0.2 describing 10 to 48
authors. It produced 3 redescriptions using only conjunc-
tion and negation operators. The produced redescriptions
had the accuracy 0.23, 0.22, 0.2 and the support 45 to 48
authors. The Split trees algorithm produced only one
redescription with accuracy 0.33 and support 13 using
only conjunction and negation operators.

The most accurate redescriptions produced by each algo-
rithm and a short discussion can be seen in Section S2.5.2
(Online Resource 1).

5.5.3. Comparison on the Country dataset
Comparisons on the Country dataset are preformed only
with the ReReMi algorithm since it is the only algorithm,
besides CLUS-RM, that can work on datasets containing
missing values. Techniques for value imputation must be
used before other approaches can be applied. Using these
techniques introduces errors in the descriptions and vio-
lates a property of descriptions being valid for each ele-
ment in redescription support. Because of that, we chose
not to pursue this line of research.
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Figure 16: Boxplots comparing redescriptions, produced with our
framework (CLNref, CLRef) and the Split trees algorithm (STrees)
on the DBLP dataset. The set contains 62 redescriptions created by
using all defined logical operators.

Since our framework optimizes the query non-missing
Jaccard index and the ReReMi optimizes pessimistic Jac-
card index, we decided to make comparisons using both
measures (Figure 17 and Figure 18). We extract two sets
with CRM-GRS, for each we use different Jaccard index
as one of the quality criteria. Redescriptions produced by
the ReReMi remain unchanged but we compute the query
non-missing Jaccard for each redescription which causes
redescription accuracy to rise. Optimizing pessimistic Jac-
card seems like the best option for comparisons since then
the query non-missing Jaccard index necessarily increases
and the redescription support is preserved.

Results from Table 6 show that CRM-GRS produces
redescription set that tends to contain more accurate
redescriptions when conjunction refinement procedure is
used. The result is significant at the significance level
0.01. However, it failed to produce such set using all op-
erators when pessimistic Jaccard index is used to evalu-
ate redescription accuracy (redescription set produced by
ReReMi has higher median in accuracy). Although, CRM-
GRS produced a few redescriptions with higher accuracy
than those produced by the ReReMi. When query non-
missing Jaccard index is used as accuracy evaluation cri-
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Figure 17: Boxplots comparing redescriptions, produced with our
framework (CLNref, CLRef) and the ReReMi algorithm (ReReMi)
on the Country dataset. Sets contain 120 redescriptions created by
using all defined logical operators and 36 redescriptions when only
conjunction and negation operators are used to construct redescrip-
tion queries. Redescription accuracy is evaluated by using query non
- missing Jaccard index.

teria, CRM-GRS tends to create more accurate redescrip-
tions than the ReReMi (statistically significant at the sig-
nificance level 0.01). When using only conjunction logical
operator, the ReReMi tends to produce redescriptions with
smaller support compared to CRM-GRS if conjunctive re-
finement procedure is not used.

Analysis of element and attribute coverage is provided
in Section S2.5.3 (Online Resource 1).

The ReReMi algorithm found 2 redescriptions with
Jpess = 1.0 while CRM-GRS created redescription set con-
taining 4 redescriptions with Jpess = 1.0 when only con-
junction operators are allowed and 5 redescriptions when
all operators are allowed.

The analysis of comparative redescription examples pro-
duced by CRM-GRS and the ReReMi algorithm can be
seen in Section S2.5.3 (Online Resource 1).

The ReReMi produced 14 redescriptions with Jqnm =
1.0 using only conjunction operators while redescription
sets constructed by CRM-GRS contain 34 out of 36 re-
descriptions with Jqnm = 1.0 without using conjunctive
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Figure 18: Boxplots comparing redescriptions, produced with our
framework (CLNref, CLRef) and the ReReMi algorithm (ReReMi)
on the Country dataset. Sets contain 120 redescriptions created by
using all defined logical operators and 36 redescriptions when only
conjunction and negation operators are used to construct redescrip-
tion queries. Redescription accuracy is evaluated by using pessimistic
Jaccard index.

refinement and 36 out of 36 redescriptions with Jqnm = 1.0
with the use of conjunctive refinement procedure. When
all logical operators were used to create redescriptions,
the ReReMi creates large number of disjunction based re-
descriptions, many of which are quite complex.

The difference in support size of redescriptions produced
by CRM-GRS compared to those produced by the ReReMi
algorithm, visible in Figures 17 and 18 when all operators
are used is in part the consequence of CRM-GRS using
high weight on element diversity but is also connected to
different logic in using the disjunction operator. CRM-
GRS allows improving Jaccard index, by using disjunc-
tions, only for redescriptions satisfying a predefined accu-
racy threshold. Highly overlapping subsets of instances are
thus complemented with subsets that are highly overlap-
ping with one of the already existing subset of instances.
Because of this, our framework eliminates descriptions of
unrelated subsets of instances that occasionally occur in
ReReMi’s descriptions as a result of using disjunction op-
erator (discussed in (Galbrun, 2013)).
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6. Conclusions

We have presented a redescription mining framework
CRM-GRS which integrates the generalized redescription
set construction procedure with the CLUS-RM algorithm
(Mihelčić et al., 2015a,b).

The main contribution of this work is the generalized
redescription set construction procedure that allows creat-
ing multiple redescription sets of reduced size with differ-
ent properties defined by the user. These properties are
influenced by the user through importance weights on dif-
ferent redescription criteria. Use of the scalarization tech-
nique developed in multi - objective optimization guaran-
tees that, at each step, one non-dominated redescription
is added to the redescription set under construction. The
generalized redescription set construction procedure has
lower worst time complexity than existing redescription
mining algorithms so it may be preferred choice over the
multiple runs of these algorithms. The procedure allows
creating sets of different size with different redescription
properties. These features generally lack in current re-
description mining approaches, where users are forced to
experiment with individual algorithm parameters in or-
der to obtain desirable set of redescriptions. Finally, the
procedure allows using ensembles of redescription mining
algorithms to create reduced sets with superior properties
compared to those produced by individual algorithms.

The second contribution is related to increasing overall
redescription accuracy. Here, we build upon our previous
work on CLUS-RM algorithm and provide new - conjunc-
tive refinement procedure, that significantly enlarges and
improves the accuracy of redescriptions in the baseline re-
description set by combining candidate redescriptions dur-
ing the generation process. This procedure can be easily
applied in the context of majority of other redescription
mining algorithms, thus we consider it as a generally useful
contribution to the field of redescription mining.

Finally, we motivate the use of query non-missing Jac-
card index, introduced in (Mihelčić et al., 2015b), when
data contains missing values. We show that using pes-
simistic Jaccard index eliminates some potentially useful,
high quality redescriptions obtainable by using query non-
missing Jaccard index. To further increase the possibilities
of redescription mining algorithms, we introduce the re-
description variability index that allows extracting stable
redescriptions in the context of missing data, by combining
the upper and lower bound on estimates of Jaccard index.

The evaluation of our framework with 3 different state of
the art algorithms on 3 different real-world datasets shows
that our framework significantly outperforms other ap-
proaches in redescription accuracy in majority of cases. In
particular in settings when only conjunction and negation
operators are used in redescriptions, which is the preferred
setting from the point of understandability. In general,
CRM-GRS produces more understandable redescriptions
(due to smaller query size and extensive use of conjunc-
tion operator), it is more flexible and in majority of com-

parisons more accurate approach to mine redescriptions
from datasets. Moreover, we demonstrated that it com-
plements existing approaches in the discovered redescrip-
tions and solves several problems of existing approaches
(mainly the problem of support drift and redescriptions
connecting unrelated parts of element space by using dis-
junctions). The framework is easily extendible with new
redescription criteria and allows combining results of dif-
ferent redescription mining algorithms to create reduced
sets with superior properties with respect to different re-
description quality criteria.
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Chapter 6

Exploring Redescription Sets

Visualization, analysis and exploration of patterns is a very important task, which fol-
lows the task of pattern and pattern set mining. The main goal of techniques, tools and
visualizations developed for this task is to allow performing different analyses, creating var-
ious summaries and obtaining knowledge that would be much harder to obtain by manual
exploration of the constructed set of patterns.

Tools allowing exploration and analysis of patterns can be stand-alone tools, which
are used after the patterns have been obtained, or can be integrated within the mining
process, forming a basis for interactive mining tools. Interactive mining tools allow the user
to actively guide the mining process towards a desired set of patterns. Such approaches
require more time and focus from the user than using fully automated techniques, however
it can greatly reduce the amount of generated patterns due to a very focused search.
Despite the advantages of interactive mining tools, users need to be very careful with their
usage. Incorrect use can significantly limit the amount of discovered knowledge, and in
extreme cases constrain it to only those hypotheses expected by the user [108].

In the continuation, we provide a short survey of techniques for visualization and ex-
ploration of patterns in various data mining fields.

6.1 Tools for Interactive Exploration and Visualization of
Patterns

Work presented in [108]–[110] discusses the problem of interactive data mining and pattern
selection. Boley et al. [109] and van Leeuwen [110] argue that constructing tools that can
fully interact with the domain expert during pattern mining, provide means for obtaining
patterns interesting to the expert and allows her to incorporate domain-specific knowledge
into the mining process. Since such exploration is customised and allows mining very spe-
cific patterns, it alleviates the problem of the majority of fully automated approaches which
produce very large sets of patterns. Miettinen [108] encourages careful use of interactive
pattern mining tools to avoid obtaining only these patterns expected by the user.

MIME [111] is a framework for interactive visual pattern mining. It allows interactive
mining of itemsets and association rules. Mining is performed after the selection of eval-
uation measures and appropriate miners. After selecting one itemset, the best extensions
are listed, which allows for creating new itemsets that can be extended further. Zaki and
Phoophakdee [112] created a tool for exploring, mining and visualizing minimal association
rules called MIRAGE. It uses lattice-based visualisation and exploration of minimal asso-
ciation rules. The association rule visualization system for exploratory data analysis [113]
uses scatter plot to visualize rules from the association rule set. The rules can be explored
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on the individual level by modifying the rules and observing comparative bar charts prior
and post attribute addition or deletion. A user-driven and quality-oriented visualization
for mining association rules [114] embeds association rules to a 3D landscape. It allows the
user to select rule subsets, navigate among different subsets and to filter them on several
interestingness measures by using sliders. Multi-level spatial association rules mined by
the tool ARES [115] are visualised by using graphs. The R programming package called
the arules [116] allows creating and implementing transaction databases. It also offers ba-
sic algorithms for finding, analysing and visualising association rules. The package allows
association rules to be visualised via scatter plots, two-key plots, 3-D matrices, grouped
matrices, and in a graph form. Rule to item association rule 3-D visualization [117] allows
representing several association rules and their confidence. Andrienko and Andrienko [118]
developed a map-based visualization for interactive exploration of spatial data. Rojas et
al. [119] created a tool that allows mining, exploring and visualization of association rules.
The tool uses data table, pie chart, dot plot and parallel coordinates plot to visualize enti-
ties described by the mined association rules. It also utilizes a visualization based on the
Self Organizing Map (SOM) [120] to display the spatial distribution of entities contained
in the support set of the selected association rules.

Apolo [121] and TourViz [122] are two tools that enable exploration of large networks.
The Apolo tool is designed to allow sensemaking (understanding) larger graphs of nodes,
representing some objects. The user can arrange nodes in the network and arrange one
or more nodes into distinct groups. Based on this grouping, the Apolo tool computes
the relevance of other nodes (using Belief Propagation algorithm [123]), contained in the
network, to the defined groups. It also allows automated placement of nodes with high
relevance to the predefined groups. The TourViz tool enables displaying the connectivity
graph of a set of nodes and displaying their close neighbourhood. The user can select any
subset of nodes and place them in previously or newly defined groups. The tool allows
observing connections between specified groups.

6.2 Interactive Redescription Set Exploration with Siren

The Siren tool, developed by Galbrun and Miettinen [15], [124] is an interactive redescrip-
tion mining environment allowing the creation, exploration and analysis of redescriptions.
It has several built-in redescription mining algorithms including implementations of the
ReReMi [13], Layered trees, Split trees [14], [38] and the CARTwheels algorithm [3]. The
tool visualizes the input data by showing the entity-attribute heatmap (see Figure 6.1a).
Darker colors in the columns containing numerical attributes denote higher numerical val-
ues. Different categorical values of some attribute have a different shade of color which
enables visually distinguishing between different categories.

Siren is designed as interactive and any time miner, however it emphasises exploration
and analyses of individual redescriptions (not using the information about statistical prop-
erties of the redescription set to enhance the exploration). Redescription mining process
runs and immediately displays results satisfying user-defined criteria as they are produced
(see Figure 6.1b). The table displays redescription queries, Jaccard index, p-value and a
support size.

Redescriptions of interest can be selected and individually analysed in more detail.
They can also be extended by manually adding attributes or modifying their values (see
Figure 6.2). A generated redescription can also be expanded by allowing the tool to
improve the accuracy by adding new attributes to the redescription queries. Redundant
redescriptions can be filtered based on redescription support.

The parallel coordinates plot (Figure 6.2a), allows for visualizing values of entities con-
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Figure 6.1: Data visualization and redescription creation window of the Siren tool.

tained in the redescription support set, those not contained in the redescription support set
but described by some redescription query and entities not described by either redescrip-
tion query. The visualization is useful for observing potential regularities of entity values
for some attribute contained in redescription support. The decision tree visualization
(Figure 6.2b) shows the interactions between different queries contained in the redescrip-
tion (especially useful to understand redescriptions created by some approach based on
decision-trees). The tool also contains several entity visualization techniques based on dif-
ferent types of projections and embeddings (Figure 6.2c-j). The isomap and locally linear
embedding (Figure 6.2c, d) are a non-linear dimensionality reduction techniques. They use
different information about neighbourhood of points to embed them in lower dimensional
space. Isomap uses multi dimensional scaling whereas locally linear embedding solves the
eigenvector problem to find the embedding vectors. Multi dimensional scaling (Figure 6.2e)
is a form of non-linear embedding that aims to preserve the distances between points, ob-
tained in higher dimensional space, in a projected (lower-dimensional) space. Randomized
PCA projection (Figure 6.2f) uses randomized version of singular value decomposition to
obtain eignevectors. Top k obtained eigenvectors allow performing dimensionality reduc-
tion. The entity scatter plot (Figure 6.2g) allows comparing values of described entities
based on two different attributes, which enables correlation analysis. Sparse random pro-
jection (Figure 6.2h) reduces the dimensionality of a space using a sparse random matrix.
Spectral embedding (Figure 6.2i) uses affinity matrix (precomputed or computed by us-
ing some predefined method) to create a graph whose Laplacian is decomposed and the
resulting (predefined) number of eigenvectors is used to perform dimensionality reduction.
Totally random trees method (Figure 6.2j) constructs a forest of random trees and encodes
each entity based on its occurrence in different leafs of these trees. Such, sparse dataset can
be embedded in lower dimensional space using some dimensionality reduction technique,
for instance singular value decomposition.

If geographical locations are described by redescriptions, the tool is able to represent
the locations described by redescription queries on a map1.

1More details can be seen on the Siren’s home page: http://siren.gforge.inria.fr/main/intro.html

http://siren.gforge.inria.fr/main/intro.html
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Figure 6.2: Different visualizations aimed at analysing individual redescriptions.

6.3 Interactive Redescription Set Exploration with InterSet

The InterSet tool2 [21] uses individual information about redescriptions (redescription
queries, different redescription evaluation measures, redescription support sets and the
entity value distribution in these sets etc.) and information about redescription set (re-
description evaluation measures using information about the structure of a redescription
set, statistical analyses based on redescriptions contained in a redescription set etc.) to
allow different modes of exploration and provide additional information about the observed
redescription set.

The tool allows three modes of redescription set exploration:

• Entity-based redescription set exploration: this mode of exploration focuses on group-
ing entities based on similarity of their occurrence in support sets of different re-
descriptions. Groups of entities are arranged in a hexagonal map so that more similar
groups are located closer together. Selecting one group of entities allows exploring
all or different subsets of redescriptions describing all or subsets of entities contained
in a selected group. Each produced group can be segmented further producing more
homogeneous clusters.

• Attribute-based redescription set exploration: allows for analysing pairwise attribute
associations based on their co-occurrence in redescriptions contained in a redescrip-
tion set. Associations between more than two attributes can be observed by applying
several steps of pairwise association exploration.

• Property-based redescription set exploration: allows for filtering redescriptions from
an input redescription set based on multiple redescription quality criteria. It also
allows for analysing value distributions of different redescription quality measures for
these redescriptions. Distributions can also be obtained for an arbitrary subset of
redescriptions.

Each redescription can be analysed individually by observing redescription queries,
individual redescription quality measures and entity value distribution for each attribute
occurring in redescription queries. Entity value distribution analysis includes: a) value dis-
tribution for all entities containing non-missing values in the dataset, b) value distribution

2http://zel.irb.hr/interset/

http://zel.irb.hr/interset/
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for all entities containing non-missing values in a numeric interval, c) value distribution
for all entities contained in a redescription support set, d) value distribution for all entities
that are described by at least one clause containing the given attribute, e) value distri-
bution for all entities contained in the redescription support set described by a particular
clause. To enable all modes of individual redescription analysis, the redescription queries
need to be transformed to the Disjunctive Normal Form [27].

6.4 Related Publication

Details of interactive redescription set exploration and the capabilities of the InterSet tool
are described in the following publication (included in this Chapter):

M. Mihelčić and T. Šmuc, “InterSet: Interactive redescription set exploration,” in Proceed-
ings of Discovery Science: 19th International Conference, DS 2016, Bari, Italy, October
19–21, 2016, T. Calders, M. Ceci, and D. Malerba, Eds. Cham: Springer International
Publishing, 2016, pp. 35–50.

The author contributions are as follows. Matej Mihelčić devised and structured all explo-
ration views and implemented the InterSet tool, performed the exploration on the use case
dataset, presented and performed the statistical analysis of the obtained knowledge. He
wrote the majority of the manuscript text. Tomislav Šmuc initiated the idea of creating the
application for visualization or exploration of redescriptions and suggested using the Self
Organizing Map in the entity-based exploration. He was involved in writing and correcting
the manuscript text.
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from redescription sets can be obtained through three different inter-
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1 Introduction

We focus our research on redescription mining [16], a field of data mining with
a specific goal of finding different descriptions (called redescriptions) of similar
groups of entities. These entities are described by one or more sets of Boolean,
categorical or numerical attributes called views which are usually disjoint if more
than one view is used. The benefits of using redescription mining are twofold: it
provides information about groups of entities and means of observing connections
between attributes from one or more different attribute spaces.

1.1 Notation and definition

Although redescription mining is not limited by the number of views, all current
approaches (including InterSet) work with maximally two distinct views W1 and
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W2 with the corresponding sets of variables V1, V2 and the set of entities E.
In this setting, a redescription R is a pair of queries R = (q1, q2) where each
query describes a set of entities by using variables from the set of variables
corresponding to one view. Variables in the queries are logically connected with
conjunction, negation and disjunction operators.
We present one redescription obtained on our use case dataset describing world
countries by using general country information and information about their trad-
ing patterns (fully described in Section 3). The redescription R = (q1, q2) con-
tains two queries q1 and q2 defined as:
q1 : 23.8 ≤ UN_YOUTH_M ≤ 54.4 ∧ 66.4 ≤ STOCKS ≤ 166.6

q2 : 5.0 ≤ E66 ≤ 6.0 ∧ 4.0 ≤ E88 ≤ 5.0

Variables (UN_YOUTH_M - percentage of unemployed male youth, STOCKS
- turnover ratio of traded stocks) in q1 and (E66 - the percentage of total export
obtained with medicinal and pharmaceutical products , E88- the percentage of
total export obtained with electrical machinery, apparatus and appliances) in q2
are connected with the conjunction (AND) operator.

A single redescription is typically characterized by three quality measures:
the support, the Jaccard index and the p-value.

The support of a query qi (supp(qi)) is a set of all entities satisfying its con-
dition. The redescription R = (q1, q2) describes the entity if this entity is in a
support of all queries forming the redescription. All entities described by a re-
description compose a redescription support set (supp(R) = supp(q1)∩supp(q2)).

The intuition behind redescription mining is that queries describing similar
sets of entities provide information about the shared properties of these entities.
Higher similarity among sets of entities represents higher association between
the queries. Thus, it is appropriate to use Jaccard index, defined as J(R) =
|supp(q1)∩supp(q2)|
|supp(q1)∪supp(q2)| , as a measure of redescription accuracy.

The p-value (pval), also used by Galbrun and Miettinen [6], reflects statisti-
cal significance of individual redescription and is computed from the binomial
distribution: pval(R) =

∑|E|
n=|supp(R)|

(|E|
n

)
(p1 · p2)n · (1− p1 · p2)|E|−n. |E| equals

the number of entities in the dataset and p1, p2 correspond to marginal proba-
bilities of obtaining the query q1 and q2. For a given redescription R = (q1, q2),
pval(R) represents a probability of obtaining a set of a size equal to or larger than
that of supp(R), by combining two random queries with marginal probabilities
corresponding to the marginal probabilities of queries q1 and q2.

We define attr(R) as a set of attributes used in redescription queries and the
attribute Jaccard index of two redescriptions as: attJ(R1, R2) =

|attr(R1)∩attr(R2)|
|attr(R1)∪attr(R2)| .

The average attribute Jaccard index of a redescriptionRi is defined as:AvgAJ(Ri)

=
2·∑j 6=i attJ(Ri,Rj)

n·(n−1) . By analogy, the entity Jaccard index of two redescriptions

is defined as elemJ(R1, R2) =
|supp(R1)∩supp(R2)|
|supp(R1)∪supp(R2)| and the average entity Jaccard

index as: AvgEJ(Ri) =
2·∑j 6=i elemJ(Ri,Rj)

n·(n−1) . These measures provide information
about the redundancy of a redescription with respect to entities and attributes.
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1.2 Related work

Redescription mining is an unsupervised descriptive task, closely related to
multi-view clustering [3]. Redescription mining in addition to finding interest-
ing groups of entities also provides interpretable rules describing these groups.
It is also related to association rule mining [1, 10, 22] because both approaches
search for relations between attributes. The main difference is that redescription
mining searches for equivalence relations whereas association rule mining finds
implication relations.

The first approaches developed for redescription mining [16, 21, 15] used re-
description support and Jaccard index as sole constraints to limit redescription
creation. Statistical significance was later incorporated into redescription mining
process by Gallo et. al. [8] to further constrain redescription creation. They pro-
posed to compute the p-value of redescriptions from the binomial distribution.
Recent approaches [6, 23, 14] incorporate information about statistical signifi-
cance and mostly return smaller sets of redescriptions to the final user, though
the exact number of produced redescriptions varies depending on different al-
gorithm parameters. The goal is to make redescription queries understandable
and non-redundant. These approaches are able to mine redescriptions contain-
ing Boolean, categorical and numerical attributes which extends the capabilities
of previous approaches that only worked with Boolean attributes. Despite the
efforts to create smaller sets of accurate and understandable redescriptions, it is
still hard and time consuming to analyse all produced redescriptions and their
properties. It is even harder to notice potential connections between different
redescriptions, their support sets and different attributes only by observing al-
gorithm output files.

For this reason and to allow more customizable exploration process, it is
necessary to develop interactive applications that respond to user inputs and
provide the required information. Zaki and Ramakrishnan [21] developed a con-
sole based application that allows limited user interventions such as finding at-
tributes describing a given set of entities, finding entities described by a given
set of attributes. It also allows placing constraints on entities and attributes,
Jaccard index and redescription support to allow interaction with exploration
process. Siren [7] is fully interactive redescription mining environment. It allows
mining redescriptions and contains several visualizations of individual redescrip-
tions. The parallel coordinates plot, allows visualizing values of entities from
redescription support, those not contained in the support but described by some
redescription query and other entities not described by either redescription query.
The visualization is useful to observe potential regularities of entity values for
some attribute contained in redescription support. The decision tree visualiza-
tion shows interactions between different queries contained in the redescription
(especially useful to understand redescriptions created by some decision tree
based approach). The entity scatter plot allows comparing values of described
entities based on two different attributes which enables correlation analysis. If
geographical locations are described by redescriptions, the tool is able to repre-
sent the locations described by redescription queries on a map. Each generated
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redescription can be expanded by allowing the tool to improve the accuracy by
adding new attributes to the redescription queries. Redundant redescriptions can
be filtered based on redescription support.

The Siren tool offers many visualizations aimed at analysis of individual re-
descriptions. Although very useful, the approach requires users to scroll through
the list of redescriptions examining each individually to get some context about
the described entities and used attributes. By performing such exploration it is
hard to place each redescription in a bigger context (determine redescription re-
lation with respect to described entities and attributes used in queries). Besides
filtering, there are no mechanisms that allow grouping of different redescriptions
based on their properties that allow exploring parts of redescription space that
are of immediate interest to the user.

Several tools for visualizing and exploring association rules are related to
our work. The Self Organizing Map (SOM) [11] is used by Rojas et. al. [5] to
display the spatial distribution of the entities associated with the association
rule on a map. The association rule visualization system for exploratory data
analysis [13] uses scatter plot to visualize rules from the association rule set.
The rules can be explored on the individual level by modifying the rules and
observing comparative bar charts prior and post attribute addition or deletion.
The MIRAGE [20] is a framework for mining, exploring and visualising minimal
association rules. It uses lattice-based visualisation and exploration of minimal
association rules. A user driven and quality oriented visualization for mining
association rules [4] embeds association rules to 3D landscape. It allows users
to select rule subsets, navigate among different subsets and to filter them on
several interestingness measures by using sliders. Multi level spatial association
rules mined by the tool ARES [2] are visualized by using graphs.

1.3 Contributions

We describe the InterSet (Figure 1), a tool aimed at interactive, comprehen-
sive exploration and interpretation of redescription sets. The InterSet uses large
diversity and potentially higher level of granularity in the redescription set to
increase the usefulness of the exploration. The exploration can be done based
on: (i) entities described in redescriptions from the redescription set through the
SOM visualization (EC-View), (ii) attributes used in redescriptions to describe
different entities through the heatmap visualization (AI-View) and (iii) quality
measures assigned to individual redescriptions by using cross-filter on multiple
redescription quality criteria (RQ-View). The proposed views allow contextual-
ization, grouping and targeted exploration of different redescriptions.

The tool uses the intuition that the high overlap of entities described by
redescription queries indicates existence of shared properties and possible as-
sociations between the used attributes. This property is used to build a SOM
map that groups entities based on their membership in support sets of redescrip-
tions contained in a redescription set. Resulting groups potentially share many
common properties and are interesting for exploration. In addition, we obtain
a spatial map of entities based on similarity of their shared properties across
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Fig. 1: Schematic description of the process that leads to interactive exploration of
redescription sets: (i) Redescription set with one (mandatory) or more (optional) re-
description mining algorithms must be generated, (ii) preprocessing step involves the
use of Self organizing Maps clustering algorithm (optional) and database preparation
(mandatory), necessary to perform (iii) interactive redescription set exploration with
the InterSet tool.

both views. Attribute co-occurrence in redescription queries is used to create a
heatmap of frequent cross-view pairwise attribute associations (as these are com-
monly observed when more than one view is used). The cross-filter visualization
allows obtaining smaller set of redescriptions with some desired properties that
can be explored in more detail. Redescription set obtained in each exploration
view can contain a number of similar redescriptions which can be used to enhance
the analysis. Comparing similar redescriptions allows understanding interactions
between attributes and redescription support or detecting groups of entities with
many common properties. If such level of granularity is not needed, the set can
be reduced by eliminating redescriptions with large entity or attribute overlap,
thus obtaining diverse and compact set with some desired properties. Except
for the general insight into redescription set, the tool allows obtaining specific
knowledge on the level of individual redescriptions. This includes value distribu-
tion analysis of entities contained in redescription support across all attributes
contained in redescription queries and comparison with value distributions of all
entities in the dataset or in some more specific groups, such as attribute numeric
interval. Violin plot, used in the tool, allows visualization of irregular distribu-
tion shapes obtained when disjunction and negation operators occur in queries.
The analysis allows understanding complex queries by transforming them to the
Disjunctive normal form (DNF) which allows exploring parts of queries repre-
sented as clauses. These features complement and deepen the level of insight
provided by the parallel coordinates plot.
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2 Redescription set exploration with the tool InterSet

The InterSet tool (Figure 1) allows obtaining insight into some properties of the
original data through different visualizations based on redescription set prop-
erties and selecting potentially interesting, non-redundant set of redescriptions
suitable for detailed analysis. The selected set can be saved to a .csv file con-
taining redescription queries and the values of corresponding quality measures.

The following subsections motivate and describe components used in re-
description set exploration process for each exploration view. Tool capabilities
are demonstrated on the use case data describing world countries in Section 3.

2.1 Entity based redescription set exploration

Redescription support sets usually do not have strictly hierarchical structure.
Rather, they can be highly overlapping with the level of overlap depending on
the underlying data, number of redescriptions in the redescription set and the
algorithm used to create redescriptions. With such general structure of redescrip-
tion supports, we decided to use the Self Organising Map [11] as it groups entities
based on similarities and embeds similar groups closer together on a 2D visual-
ization map. It allows representing entities from potentially large datasets in a
compact form where each entity is member of only one SOM cluster.

Rather than exploiting entity similarity in the original dataset representation,
as in work from Rojas et al. [5], we utilise the matrix of entity occurrence in a
support set of individual redescriptions from the redescription set to obtain a
map of entities sharing many cross-view properties. For a given redescription set
R such that |R| = n and the original dataset containing m entities, we construct
a m × n matrix A. The rows of A correspond to the entities from the original
dataset, and columns correspond to the redescriptions from the redescription
set. Thus, Aij = 1 if and only if Rj ∈ R describes an entity ei ∈ E.

Fig. 2: The entity based interface of the InterSet tool.

The entity based redescription set exploration starts with the SOM map de-
picted in Figure 2, Control (1). The layout of SOM is customizable and can be
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easily experimented with. Each hexagon contains a distinct group of entities and
the color of each hexagon reflects the number of entities contained in each group,
displayed on the legend (Control (2)). The average homogeneity of a cluster, de-
fined as the average Jaccard index between redescription support and the entities
contained in the cluster, can be used as an additional cluster selection criteria.
Selecting a hexagon, red square in Figure 2, provides more detailed information
about it’s content (Table (7)) and additional controls for in depth exploration
(Table 8, Control 9). By observing information about all entities contained in
the selected hexagon (Table (7)) and a Word net (9) displaying words most com-
monly used in attribute descriptors contained in redescription queries describing
at least one entity from the SOM cluster, users can determine if it is of interest to
explore all redescriptions describing at least one entity contained in the selected
cluster (Table 8). Redescriptions can be analysed further on the query and the
attribute level (described in Section 2.4) where Table (10) provides information
about the entities described by the selected redescription (members of the SOM
cluster being highlighted in green color) and Table (11) provides additional de-
scriptions of compact attribute codes. It is possible to export (Control (3)) or
filter (Controls (4), (5) and (6)) redescriptions contained in Table (8). Filtering
process (described in Algorithm 1) allows obtaining a set of redescriptions with
user defined maximal entity and attribute overlap.

2.2 Attribute based redescription set exploration

Research in many scientific fields such as biology, pharmacy and medicine re-
quires discovering relevant associations between variables. Such associations can
be explored with the InterSet by observing frequently co-occurring attributes in
redescription queries (Figure 3).

Fig. 3: The attribute based interface of the InterSet tool.

The SOM based representation can be applied to attributes used in redescrip-
tion queries similarly as it was applied to entities. The main advantage of using

134 Chapter 6. Exploring Redescription Sets



8 Mihelčić, Šmuc

the SOM is that it reveals interactions of more than two different variables. How-
ever, it is not possible to distinguish between views in such visualization and it
is hard to explore associations between the neighbouring groups of attributes.
The heatmap visualisation enables exploring interactions between all cross-view
attribute pairs and arranging rows and columns based on different criteria which
is the main reason for our choice. The focus is on cross-view relations since these
are usually interesting when exploring similarities based on different contexts,
though the tool can also be used to show all co-occurrence frequencies.

The heatmap (Control (1) in Figure 3) is a starting point of the attribute
based redescription set exploration. It is represented as a k×s matrix where rows
represent k attributes from the first view and columns s attributes from the sec-
ond view. Three initial row-column layouts can be chosen with Control (2): 1)
Ordered by name, 2) Ordered by frequency and 3) Ordered by co-occurrence.
When ordered by name (useful for domain experts), the rows and columns are
sorted by the attribute code, Ordered by frequency layout arranges rows and
columns of the heatmap to place frequently occurring attributes in redescription
queries closer to the top left corner of the heatmap. Ordered by co-occurrence
layout arranges rows and columns so that it sorts the heatmap diagonal in de-
scending order by attribute co-occurrence frequency. This layout allows finding
potentially larger groups of highly connected attributes if co-occurring in re-
description queries. The heatmap is adopted to be used with large number of
attributes by loading smaller submatrices of the potentially large cross-view at-
tribute matrix, whose rows are all attributes from the first view and columns all
attributes from the second view. The attributes are sorted in descending order
by frequency when loaded into heatmap so that the (row,column) page combi-
nation (1, 1) (Control (3)) contains most frequently occurring attributes from
both views. The user can scroll on two dimensions, visualizing parts of cross-
view attribute space which can be explored further. The gray color denotes the
co-occurrence level of the attribute pair and the table (Control (6)) equivalent to
that from Figure 2 lists all redescriptions from the redescription set containing
the selected attribute pair in their queries. Analysis of selected redescription is
described in Section 2.4 while redescription filtering (Control (4)), (Algorithm
1) and redescription export (Control (5)) work as described in Sections 2.1 and
2.3. Combination of various attribute pair arrangements with redescription ex-
ploration and filtering allows better understanding of the attribute interactions.

2.3 Property based redescription set exploration

The last redescription set exploration view provided in the InterSet tool is based
on redescription properties (quality measures). It enables users to filter the orig-
inal redescription set by using one or more user-defined criteria which results in
smaller, more interesting set, that is easier to explore. The exploration view uses
sliders as in [4], with the important addition of a crossfilter (Control 1 in Figure
4), which allows instantaneous display of distribution of the filtered set (Control
4) for all measures and corresponding redescriptions (Table 5). Sliding through
the values of one or more different criteria (Control 4), allows observing changes
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in distribution of other criteria which provides information about the underlying
data. The visualization can be efficiently used with redescription sets containing
large number of redescriptions which are much harder to represent with some
other visualization techniques such as parallel coordinate plots.

Fig. 4: The InterSet interface based on redescription properties. Initial configuration
is shown in the left and the filtering step in the right part of the Figure.

We use several redescription quality criteria currently used in the literature
and allow adding new ones, such as different interestingness or unexpectedness
criteria, to be used in the filtering process. The crossfilter (Figure 4, Control 1),
consists of histograms showing value distribution for each criterion used in the
exploration process. Besides previously defined standard redescription quality
measures, we have computed two additional measures: the average entity Jac-
card index (Control (2)) and the average attribute Jaccard index (Control (3))
presented in Section 1.1. These criteria can be used to extract redescriptions de-
scribing (in)frequently described sets of entities or that containing (in)frequent
combination of attributes depending on the crossfilter setting. The selection pro-
vides no guarantees on entity or attribute overlap between pairs of redescriptions
in the newly constructed set. However, filtering (described in Algorithm 1) re-
duces this overlap to user defined level (Control 6).

Algorithm 1 The filtering algorithm
Input: Redescription set R, max entity overlap εel, max attribute overlap εat
Output: Filtered redescription set R′
1: procedure Filter
2: criteria← ((J, desc), (attJ, asc), (supp, desc), (elemJ, asc))
3: R← sort(R, criteria)
4: for i = 0; i < |R| − 1; i++ do
5: for j = i+ 1; j < |R|; j ++ do
6: if elemJ(R[i],R[j]) ≥ εel OR attJ(R[i],R[j] ≥ εat) then
7: R ← R.delete(R[j])
8: return R
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Criteria array from line 2 in Algorithm 1 contains pairs of redescription quality
criteria and sorting direction: desc - descending, asc - ascending. Redescription
with preferred values of quality criteria is used to eliminate all redescriptions with
unacceptably high entity or attribute Jaccard with the selected redescription.

2.4 Analysing individual redescriptions

For detailed redescription analysis, the tool requires redescription queries to be
transformed in the Disjunctive normal form (DNF). This decomposed form al-
lows analysing distribution of a subset of redescription support described by each
clause in this representation. Since the general goal is to produce short, under-
standable queries and every formula in Propositional logic can be transformed to
an equivalent DNF [12], it is a reasonable and mostly feasible requirement aimed
at increasing understandability. Depending on the query complexity, the analy-
sis contain i) three comparative violin plots if the DNF representation doesn’t
contain disjunction operators (explanation 1, 2, 3 in Figure 5), ii) four plots if
the DNF representation contains disjunction operators (explanation 1, 2, 3, 5 in
Figure 5) and iii) five plots if an attribute occurs in more than one clause in the
DNF representation of a query (explanation 1, 2, 3, 4, 5 in Figure 5).

Compared to parallel coordinates plot in Siren, our approach allows analysing
value distributions and decomposed queries. Major benefit is it’s invariance to
dataset or redescription support size whereas parallel coordinates plot tend to
have increasing number of possibly overlapping lines making analysis difficult. If
Boolean or categorical values are used, violin plots are replaced with piecharts.

Fig. 5: Comparative violin plots showing entity value distribution for all attributes
occurring in the selected redescription. The violin plots show entity distribution in
order: 1) entity value distribution for the selected attribute for all entities containing
non-missing values in the dataset, 2) entity distribution for all entities containing non-
missing values in a numeric interval, defined in redescription query, for this attribute,
3) entity value distribution for all entities contained in redescription support set for
a given attribute, 4) entity value distribution of all entities contained in redescription
support set that are described by at least one clause containing the attribute under
investigation, 5) entity value distribution of all entities contained in the redescription
support set described by a particular clause which contains the analysed variable.
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Redescription analysis process is demonstrated on redescription R′ = (q′1, q
′
2):

q′1 : ¬ (44.1 ≤M2 ≤ 198.5 ∧ 15.5 ≤ POP64 ≤ 20.8 ∧ 2.0 ≤ AGR_EMP ≤ 20.5)
q′2 : (0.0 ≤ E/I80 ≤ 0.6 ∧ 0.0 ≤ I34 ≤ 5.0 ∧ 0.0 ≤ E/I83 ≤ 0.6) ∨
(0.0 ≤ E/I80 ≤ 0.3 ∧ 6.0 ≤ I34 ≤ 24.0) ∨ (0.0 ≤ E47 ≤ 1.0 ∧ 0.7 ≤ E/I80 ≤
28.8 ∧ 99.0 ≤ E97 ≤ 100.0). It describes 155 countries with J(R′) = 0.88 and
pval(R

′) = 0.0023. The analysis of its queries is demonstrated in Figure 5.
Query q′1 is transformed to the equivalent formula in DNF: ¬ (44.1 ≤M2 ≤

198.5) ∨ ¬ ( 15.5 ≤ POP64 ≤ 20.8) ∨ ¬ (2.0 ≤ AGR_EMP ≤ 20.5). Using
negations splits the value distribution of entities in two parts. For example:
¬ ( 15.5 ≤ POP64 ≤ 20.8) is equivalent to POP64 < 15.5 ∨ POP64 > 20.8. Query
q′2 contains three disjunctions, two of which contain attribute I34 (denoted as
Cl1 and Cl2). Value distributions show that first two clauses describe orthogonal
entities with respect to the values of this attribute. It also shows that clause 1
constitutes a backbone of the query describing the largest amount of entities.

3 Exploring redescriptions obtained on the Country data

The tool’s capabilities are demonstrated on dataset describing 199 world coun-
tries [17, 19, 9] by using general country descriptors (demographic descriptors,
unemployment, etc.) as one view and country trading patterns (with the values
of percentage of export (E) and import (I) that a given commodity forms in
total country export or import and the information on the ratio of these values
(E/I)) as the other view. All attributes in the dataset contain numerical values.

We used the redescription mining algorithm, presented in [14], to create a set
containing 5448 different redescriptions where some of them, by design, had high
level of similarity. For all R ∈ R, J(R) ≥ 0.5, pval(R) ≤ 0.01 and supp(R) ≥ 10.

The SOM needs to be precomputed and the obtained cluster membership
represents the input to the tool3. In the experiments, we used the R package
kohonen [18] to create the SOM with the 4× 4 layout. To train it, we used 1000
iterations with the learning rate linearly declining from 0.05 to 0.01.

3.1 Redescription set analysis

The results and analysis presented in this Section are obtained with the tool
InterSet, available at www.zel.irb.hr/interset.

The largest group of countries contained in the SOM map contains 28 coun-
tries and the smallest group only 3 different countries. The number of redescrip-
tions describing a particular cluster ranges between 612 and 3002. We explore a
SOM cluster with the highest average homogeneity (0.34). This cluster, empha-
sized in Figure 2 is described with 2737 different redescriptions and contains 11
Western European countries. Portugal and a part of the Eastern, South - Eastern
and Central European countries form a separate cluster with high homogeneity
(> 0.2) which is located in the neighbouring cluster. The only other cluster with

3 zel.irb.hr/interset
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homogeneity higher than 0.2 contains 28 different countries mostly located in
Africa and Asia. Majority of countries from the clusters presented in [9] (Table
4) are grouped together in one of our SOM clusters which tend to contain larger
groups of countries spatially ordered by similarity of their shared properties.

The table containing redescriptions from the selected SOM cluster was sorted
in descending order by Jaccard index and in ascending order by redescription
support to search for accurate redescriptions with possibly homogeneous sup-
port. We selected the third result (Rex = (q′′1 , q

′′
2 )) for in depth analysis:

q′′1 : −6.9 ≤ MON_GR ≤ 6.6 ∧ 17.1 ≤ POP64 ≤ 21.1 ∧ 41.9 ≤ STOC ≤ 166.6

q′′2 : 4.0 ≤ E24 ≤ 26.0 ∧ 3.0 ≤ I95 ≤ 5.0 ∧ 1.1 ≤ E/I85 ≤ 3.2. This
redescription describes 10 countries with J(Rex) = 1.0 and pval(Rex) = 6.3 ·
10−12. It describes Austria, Denmark, Finland, France, Germany, Italy, Portugal,
Spain, Sweden and United Kingdom. Portugal, not a member of selected cluster,
is contained in the neighbouring cluster (below). We compare value distribution
of countries described by a redescription to a value distribution of all countries
in the dataset with respect to attributes used in its queries. The described set of
countries tend to have higher values in POP64 (percentage of population aged
65+). The difference is significant, as computed with the Mann-Whitney U test,
with the p-value of 9.05 · 10−7. These countries tend to have smaller values in
MON_GR (money and quasi money growth - p = 6.7 · 10−5), higher values in
STOC (stock trade - p = 0.0002), E24 (labour-intensive and resource-intensive
manufactures - p = 0.011), I95 (articles of apparel and clothing accessories -
p = 1.54 · 10−5) and E/I85 (industrial machinery and parts - p = 2.3 · 10−6).
Countries from the selected SOM cluster, with the exception of Switzerland,
tend to have higher values of E/I69 (plastics in primary form - p = 0.0003),
E/I83 (specialised machinery - p = 1.2 ·10−6 ) and tend to have smaller values in
AGR_M (percentage of mail employees working in agriculture - p = 0.0024). A
part of discoveries related to export of technology, manufactures and population
parameters match those reported in [9], here we present additional observations,
which are a very small subset of information obtainable by the tool.

Attribute associations are, due to finding equivalence relations, an important
and distinguishing feature of redescription mining. Attributes are ordered by co-
occurrence which reveals high co-occurrence between attributes in the top left
corner of the heatmap (Figure 3). We explore correlations between all pairs of
attributes contained in the top - left 5 × 5 submatrix. Since the Kolmogorov-
Smirnov test shows that entity values for many attributes contained in this sub-
matrix are not normally distributed, we compute correlation values (presented
in Table 1) by using Spearman’s rho and Kendall’s tau correlation coefficients.
Results in Table 1 show that associations between view 1 attributes: mortal-
ity rate under 5 (MORT), private credit bureau coverage (CRED_COVER),
percentage of population aged 0 to 14 (POP14), percentage of population aged
65+ (POP64) and percentage of female population (POP_F) contain statisti-
cally significant correlations with the view 2 attributes: I34 (cereals and cereal
products), E/I66 (medicinal and pharmaceutical products), E/I83 (specialized
machinery), E/I85 (other industrial machinery and part) and E/I93 (furniture
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Table 1: Spearman’s ρ and Kendall’s τ correlation coefficient of a selected 5× 5 cross-
view attribute associations. For each attribute pair, a upper bound of p-values for both
correlation coefficients is displayed below the correlation values.
Sp. ρ / Ken. τ I34 E/I66 E/I83 E/I85 E/I93

MORT 0.62/0.46 −0.66/−0.48 −0.65/−0.47 −0.63/−0.46 −0.43/−0.29
< 10−15 < 10−15 < 10−15 < 10−15 < 10−8

CRED_COVER −0.52/−0.41 0.56/0.45 0.43/0.32 0.48/0.35 0.48/0.36
< 10−11 < 10−15 < 10−8 < 10−10 < 10−10

POP14
0.69/0.52 −0.66/−0.46 −0.61/−0.42 −0.64/−0.45 −0.48/−0.33
< 10−15 < 10−15 < 10−15 < 10−15 < 10−10

POP64
−0.64/−0.48 0.68/0.48 0.62/0.44 0.66/0.47 0.49/0.33
< 10−15 < 10−15 < 10−15 < 10−15 < 10−10

POP_F −0.36/−0.25 0.28/0.18 0.35/0.23 0.41/0.27 0.37/0.26
< 10−5 < 10−3 < 10−5 < 10−7 < 10−6

and parts thereof). Many of this correlations might be caused by differences in
country development. A number of developed countries have a high exports of
all mentioned groups of commodities whereas developing countries either com-
pletely rely on the imports of this products or produce it for their own market.
Since these two groups of countries differ in the population characteristics, it is
possible for the correlation patterns as shown in Table 1 to emerge.

The third view is used to locate highly accurate redescriptions describing
subsets of countries that are: a) different than a majority of other redescriptions
with respect to described entities and attributes used in redescription queries
(AvgAJ ≤ 0.05, AvgEJ ≤ 0.1, JS > 0.94), b) similar to larger number of other
redescriptions with respect to described entities and attributes used in redescrip-
tion queries (AvgAJ ≥ 0.1, AvgEJ ≥ 0.15, JS ≥ 0.94). After obtaining each
set with the cross-filter, we removed redundant redescriptions sharing more than
20% entities and 20% attributes. First experiment revealed 11 different redescrip-
tions from which we present several interesting discoveries. The analysis revealed
that 9 different African countries and a neighbouring Asian country Yemen have
a smaller median of percentage of population aged 15 to 64 compared to the
median of all countries, these countries also have high export contribution of
textile fibres and their wastes in their total export. A subset of countries lo-
cated in different SOM clusters show high export to import contribution ratio of
iron, steel and chemical products. Very heterogeneous group of countries from
various continents that share higher export contribution to import contribution
ratio of prefabricated buildings, sanitary, heating and lighting fixtures was also
discovered. Finally, a group of countries, largely comprised of eastern and south
eastern European countries share a large import contribution of precious stones
and non-monetary gold to their total import. Strict non-redundancy require-
ments left only one redescription in the second experiment describing 15 world
countries that share many different socio-demographic and trading properties.
The described group shows many characteristics of highly developed countries:
large percentage of population older than 64, smaller percentage of rural pop-
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ulation, higher money and quasi money (as percentage of GDP). Part of these
countries have larger ratio of export to import contribution ratio of medici-
nal and pharmaceutical products, rubber manufactures, and a part of described
countries has a large E/I ratio for other industrial machinery and parts.

Finding examples as presented in this section would be very time consuming
with Siren because extensive redescription list exploration is required. Support
for reasoning at the level of groups of entities, attribute associations or selecting
groups of redescriptions with specific properties is not available in Siren.

4 Conclusions and future work

We have presented a tool that allows exploring potentially large redescription
set obtained by one or more redescription mining approaches. It provides analyt-
ics mechanisms aimed at understanding individual redescriptions and uses the
redescription set to obtain information about the underlying data - revealing
connections and interactions between different entities and attributes. Poten-
tially overlapping redescriptions are used as a tool to enhance the visualizations
and allow high granularity exploration. Entity and property based exploration
supports arbitrary number of data views while the attribute based view is easily
extended by performing pairwise view exploration.

In future work we plan to increase exploration abilities of the tool by enabling
different interactions between exploration views which is needed when faced
with potentially large sets of redescriptions. On the technical side, we will aim
to incorporate the SOM map in exploration process thus removing the need to
train it separately and calling external scripts to feed the data into the database.
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Chapter 7

Evaluation

In this chapter we present a summary of theoretical and empirical evaluation of CLUS-RM
and the redescription set optimization procedures.

7.1 Theoretical Evaluation

This section presents the complexity analysis of the CLUS-RM algorithm and its exten-
sions. It was shown in [19] that the overall time complexity of CLUS-RM that uses re-
description set optimization by redescription exchange technique to construct a redescrip-
tion set is O(z ·(|V1|+|V2|)·|E|2+z2 ·|E|), given a random enough hashing function is used.
z denotes the number of rules produced by transforming a PCT of a depth d to rules, V1 and
V2 denote the set of attributes contained in two views and E denotes a set of entities. The
worst time complexity given inadequate hashing function is O(z2·|E|2+z·(|V1|+|V2|)·|E|2).
The redescription set optimization procedure used in this work is efficient with respect to
time and space complexity. The procedure stores |Rred| redescriptions and has a time
complexity of O(|E|+ |Rred|).

It was shown in [18] that augmenting the mining process with a random forest of PCTs
does not increase the time complexity of the CLUS-RM algorithm.

Our work presented in [20] demonstrates that the generalized redescription set con-
struction procedure (using redescription set optimization by redescription extraction) has
time complexity O(|R| · |Rred| · |E|), where R denotes a set of all produced redescrip-
tions and Rred a constructed set of redescriptions containing a user-defined number of
redescriptions (when sufficiently random hashing function is used). Since the maximal
number of produced redescriptions is O(z2), the overall time complexity can be written
as O(z2 · |Rred| · |E|). It can be seen from the time complexity that it is prohibitively
expensive to use this procedure when the desired output set size is very large (in the or-
der of the size of produced redescriptions). The overall time complexity, in such cases,
increases to O(z4 · |E|). When the desired output redescription set size is relatively small
(which is the case in regular use-case scenarios), the time complexity of this procedure is
O(z2 · |E|). If an inadequate hashing function is used, the time complexity increases to
O(z2 · |Rred| · |E|2). This procedure stores O(z2) redescriptions.

Time complexity comparison performed in [20] shows that CLUS-RM has equal time
complexity to other tree-based approaches when the number of entities increases. Attribute
size has a larger effect on computation time of greedy redescription mining algorithms
than on tree-based algorithms. However, the number of entities has a larger effect on the
computation time of tree-based algorithms compared to greedy algorithms.
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7.2 Empirical Evaluation

Empirical evaluation performed in [19] shows that performing a larger number of iterations
in the CLUS-RM algorithm improves redescription set properties (with respect to prede-
fined redescription quality measures). Comparative performance results with the ReReMi
algorithm show that CLUS-RM outperforms ReReMi on one dataset containing numerical
attributes with missing values when the redescription accuracy is measured with query
non-missing Jaccard index. However, it is worth noting that the ReReMi algorithm does
not optimize the query non-missing Jaccard index, which may have reduced its perfor-
mance. Several redescription examples produced by CLUS-RM and ReReMi algorithm
are provided which enable observing the differences in a query structure due to different
techniques of query construction.

Evaluation performed in [18] demonstrates that using the Random Forest of PCTs for
redescription construction increases the number of produced redescriptions, their accu-
racy and diversity. This is reflected in the results of algorithm comparison (significantly
increasing algorithm performance on a sparse dataset containing Boolean attributes).

Results described in [20] show that using conjunctive refinement significantly increases
redescription accuracy. As a result, a larger number of redescriptions satisfy the minimal
Jaccard index threshold, which increases the diversity of redescriptions that can be used in
the construction of the output redescription set. Further experiments demonstrated that
changing user-defined preference on different redescription quality criteria significantly in-
fluences the structure and properties of the output redescription set. Effects of using the
variability index and changing different parameters (such as minimal redescription accu-
racy and support size) on the properties of the output redescription set was also empirically
evaluated. These results reveal trade-offs between different redescription evaluation crite-
ria in the output sets produced by our framework. Forcing larger redescription accuracy
decreases the diversity and can reduce the total entity coverage, while increasing the re-
description support set size increases entity coverage but also increases entity redundancy.

Algorithm comparative empirical evaluation (as performed in [19]) was largely extended
in [18] and [20] where CLUS-RM was compared to ReReMi and two tree-based approaches:
the Split trees and the Layered trees algorithms. The evaluation was performed on three
different datasets, including two different accuracy measures (the pessimistic and the query
non-missing Jaccard index) in the presence of missing values. Comparative evaluation
performed in both works shows competitive performance of our approach to other state-
of-the-art approaches. An important result is also the complementarity of redescriptions
produced by CLUS-RM compared to other approaches. The complementarity of redescrip-
tions produced by CLUS-RM was observed in the produced redescription sets which contain
a high number of redescriptions constructed with only conjunction and literal level negation
operators (significantly higher than other related approaches).

Examples of produced redescriptions, outlined in [18], show that CLUS-RM produced
some very similar redescriptions to the ReReMi algorithm. However, many produced re-
descriptions show differences in the query structure depending on the redescription mining
algorithm used to create them. The results presented in [22] demonstrate that redescrip-
tions obtained with CLUS-RM provided information about many scientifically proven facts
in the domain of Alzheimer’s disease and indicated some scarcely explored or largely un-
known research directions. Experimental setup and the evaluations performed are de-
scribed in Section 8.1.

Results and discussion of predictivity/generalizability, permuatation tests and correc-
tions for multiple hypothesis testing are presented in Appendix B.
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Chapter 8

Applications

In this chapter we present the application of redescription mining and constraint-based
redescription mining in the domain of medicine. Redescription mining is used to gain
knowledge about the set of subjects suffering from different levels of cognitive impairment
or Alzheimer’s disease (AD) by using a set of clinical attributes (consisting of various
cognitive tests and neuropsychological measurements) and a set of biological attributes
(consisting of neuroimaging data, biospecimen and genetic data).

8.1 Mining Redescriptions of Subjects with Different Levels
of Cognitive Impairment

We used the CLUS-RM algorithm [19] (see Section 4.3) to mine redescriptions in the
following manner:

1. Split redescription support size into several intervals: [5, 10], [11, 39], [40, 99] and
[100, d |E|2 e].

2. For each support size interval, create a redescription set containing 100 redescriptions
with the CLUS-RM algorithm.

3. For each produced redescription set perform redescription accuracy and redescription
support homogeneity analysis.

4. Join all redescription sets into one set containing 400 redescriptions.

5. Perform individual redescription analysis (including tests of statistical significance
of difference in attribute values for subjects contained in redescription support set
compared to normal control subjects).

6. Perform attribute association analysis (including tests of statistical significance of
correlation between pairs of attributes).

7. Select interesting redescriptions by observing redescription support set homogeneity
with respect to the level of subjects cognitive impairment.

8. Validate the obtained knowledge with published scientific papers on the topic of
dementia and Alzheimer’s disease.

9. Obtain additional validation, explanation and detection of interesting redescriptions
by the domain expert.



146 Chapter 8. Applications

10. Perform constraint-based redescription mining with CLUS-RM (discussed in Section
4.5 and introduced in [22]) to extend the knowledge about the most interesting discov-
ery: association of Pregnancy-associated plasma protein A (PAPP-A) with different
levels of cognitive impairment and AD.

Using the procedure described above we:

• Discovered subsets of patients with significant fluctuation in levels of Angiopoietin-2
(ANG2), Apolipoprotein A-II (APOAII), Brain natriuretic peptide (BNP), Ciliary
neurotrophic factor (CNTF), Total blood testosterone (TSTSTRNT), Insulin, Lep-
tin, Macrophage migration inhibitory factor (MCRPHMIF), Pregnancy-associated
plasma protein A/ pappalysin-1 (PAPP-A), Pancreatic polypeptide (PPP) and Spa-
tial Pattern of Abnormalities for Recognition of Early AD (SPARE_AD) compared
to control normal (CN) subjects.

• Discovered indicators with significant fluctuations between LMCI/AD and CN sub-
jects. The discovered indicators are: Apolipoprotein A-II (APOAII), Apolipoprotein
B (APOB), Angiopoietin-2 (ANG2), Brain natriuretic peptide (BNP), Fas ligand
(FASL), Leptin, Pregnancy-associated plasma protein A/ pappalysin-1 (PAPP-A)
and Pancreatic polypeptide (PPP).

• Discovered significant correlations between different indicators. The list of top five
associations can be seen in [22].

• Discovered association between the level of Pregnancy-associated plasma protein A
(PAPP-A) and various clinical and biological indicators related to cognitive impair-
ment and AD [22].

Many of these findings were previously discussed in the literature, although some as
the connection of level of testosterone and ciliary neurotrophic factor were debated.

The most important discovery was the detection of association between PAPP-A and
the level of cognitive impairment, since the potential reasons of this association were not
discussed in the literature. We provide a detailed analysis of potential connection and
importance of studying PAPP-A in the context of memory impairment and AD [22].

8.2 Related Publication

Details of the CLUS-RM extensions to the constraint-based redescription mining setting
and the analysis of data describing subjects with different levels of cognitive impairment
are described in the following publication (included in this chapter):

M. Mihelčić, G. Šimić, M. Babić Leko, N. Lavrač, S. Džeroski, T. Šmuc, and for the
Alzheimer’s Disease Neuroimaging Initiative, “Using redescription mining to relate
clinical and biological characteristics of cognitively impaired and alzheimer’s disease
patients,” PLOS ONE, vol. 12, no. 10, pp. 1–35, 2017.

The author contributions are as follows. Matej Mihelčić designed and implemented constraint-
based redescription mining extensions of the CLUS-RM algorithm. He designed the ex-
periments, performed statistical analyses of the results, searched the literature to find
scientific papers that validate redescriptions. He found the scientific papers connecting
PAPP-A with AD through subjects suffering from type-2 diabetes, wrote the majority
of the manuscript text and the required revisions and created all supplementary material
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documents. Goran Šimić, as the domain expert, validated the obtained redescriptions,
extended the literature with additional related medical scientific papers and wrote parts
of the manuscript text extending medical explanations and providing expert evaluations of
discovered redescriptions. He also provided a research hypothesis of the potential reasons
for the connection of PAPP-A with AD. Mirjana Babić Leko wrote parts of the abstract and
introduction of the manuscript and participated in writing and correcting revisions. Nada
Lavrač suggested using the redescription mining methodology on the data describing sub-
jects suffering from different level of cognitive impairment or AD. She actively participated
in correcting the original and revised versions of the manuscript. Sašo Džeroski enabled
data access and actively participated in correcting the original and revised versions of the
manuscript. Tomislav Šmuc wrote parts of the introduction, discussion and conclusion,
found the scientific papers connecting PAPP-A with AD through the AD connected genes
and was actively involved in correcting the original and revised versions of the manuscript.
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Abstract
Based on a set of subjects and a collection of attributes obtained from the Alzheimer’s Dis-

ease Neuroimaging Initiative database, we used redescription mining to find interpretable

rules revealing associations between those determinants that provide insights about the Alz-

heimer’s disease (AD). We extended the CLUS-RM redescription mining algorithm to a con-

straint-based redescription mining (CBRM) setting, which enables several modes of

targeted exploration of specific, user-constrained associations. Redescription mining

enabled finding specific constructs of clinical and biological attributes that describe many

groups of subjects of different size, homogeneity and levels of cognitive impairment. We

confirmed some previously known findings. However, in some instances, as with the attri-

butes: testosterone, ciliary neurotrophic factor, brain natriuretic peptide, Fas ligand, the

imaging attribute Spatial Pattern of Abnormalities for Recognition of Early AD, as well as the

levels of leptin and angiopoietin-2 in plasma, we corroborated previously debatable findings

or provided additional information about these variables and their association with AD patho-

genesis. Moreover, applying redescription mining on ADNI data resulted with the discovery

of one largely unknown attribute: the Pregnancy-Associated Protein-A (PAPP-A), which we

found highly associated with cognitive impairment in AD. Statistically significant correlations

(p� 0.01) were found between PAPP-A and clinical tests: Alzheimer’s Disease Assessment

Scale, Clinical Dementia Rating Sum of Boxes, Mini Mental State Examination, etc. The

high importance of this finding lies in the fact that PAPP-A is a metalloproteinase, known to

cleave insulin-like growth factor binding proteins. Since it also shares similar substrates with

A Disintegrin and the Metalloproteinase family of enzymes that act as α-secretase to physio-

logically cleave amyloid precursor protein (APP) in the non-amyloidogenic pathway, it could

be directly involved in the metabolism of APP very early during the disease course. There-

fore, further studies should investigate the role of PAPP-A in the development of AD more

thoroughly.
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Introduction

Alzheimer’s Disease (AD) is an irreversible neurodegenerative disease that results in progres-

sive deterioration of cognitive abilities and behavioural control due to synapse and neuron

loss. It is the most common cause of dementia among older adults. Although available medica-

tions for treatment of mild to moderate AD (donepezil, galantamine, and rivastigmine) and

severe AD (memantine) help to some level, these drugs do not modify the underlying disease

process.

The Alzheimer’s Disease Neuroimaging Initiative (ADNI) [1] aims to collect various imag-

ing and biomarker data, that could be potentially useful in diagnostics and treatment of AD.

The analysis of these data provides means to potentially extend our understanding of the dis-

ease, its impact on various functions of human comportment and cognitive functions, and

tracking its progression.

In this work, we analysed the data obtained from the Alzheimer’s Disease Neuroimaging

Initiative (ADNI) database [1], containing clinical and biological measurements (listed in S1–

S3 Files and available at http://adni.loni.usc.edu/). These measurements are taken for a set of

subjects in order to test for presence of AD and the level of subjects’ cognitive impairment. We

divided the attributes in two main groups: clinical (clin) and biological (bio).

Clinical attributes have been obtained from numerous questionnaires and neuropsycholog-

ical instruments designed to test cognition and memory with the hope of early detection of

AD. These tests have been carefully designed, studied and regularly updated to increase the

detection of various forms of cognitive impairment. Many such tests exist [2], but there has

been no unique measure that can be used to reliably make the diagnosis [3]. Thus, combining

different tests has been shown to provide more reliable results. Biological attributes have con-

tained neuroimaging data of a number of methods to visualize brain activity, such as MRI and

PET scans, along with some related and derived scores. They have also contained biospeci-

mens: a number of blood tests and measurements, and information about the subjects’ genetic

markers (genetic data). These attributes have been generally considered less reliable, but are

still actively investigated with the aim to aid in the early detection of AD and to help under-

stand its complex genetic, epigenetic, and environmental landscapes.

Manual investigation of associations between attributes and analysis of their effects would

require insurmountable efforts, which prompted us to use a data mining technique called rede-

scription mining.

Work related to understanding cognitive impairment

Considerable work has been oriented towards understanding the role of biological or clinical

attributes, determining correlations between different attributes and assessing their predictive

power for determining the level of cognitive impairment.

Researchers have used neural imaging (MRI, PET, etc.) [4–6] to predict levels of cognitive

impairment. For example, Doraiswamy et al. [7] studied PET images of subjects with cognitive

decline. Donovan et al. [8] studied correlations between regional cortical thinning and worsen-

ing of apathy and hallucinations. Guo et al. [9] studied the effects of intracranial volume on

association between clinical disease progression and brain atrophy or apolipoprotein E geno-

type. Hostage et al. [10] studied the effects of apolipoprotein E (APOE alleles) ε4 and ε2 on

hippocampal volume. Other investigators have also studied the role of apolipoprotein E [11] in

early mild cognitive impairment. These are just a few samples of the huge set of studies of cor-

relations between biological, clinical attributes and the level of cognitive impairment. More

extensive list can be found at http://adni.loni.usc.edu/news-publications/publications/.

Relating clinical and biological characteristics of cognitively impaired and AD patients
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Recently, Gamberger et al. used a multi-layer clustering method [12] to identify clusters of

AD patients with respect to several clinical and biological attributes [3]. The same method was

applied [13] to detect differences between clusters containing male and female patients. Bresk-

var et al. used Predictive Clustering Trees (PCTs) [14] to discover and analyse patient clusters.

They focused on relations between biological features and the progression of AD by observing

behavioural response of patients and their study partners (persons who are in frequent contact

with the patient, study with the patient, and are able to assess the patient’s functioning in daily

life).

Redescription mining and related fields

In this section, we provide background information related to redescription mining and moti-

vate its choice as a data mining technique used in our work.

The most open-ended, unsupervised data-mining technique, clustering [15–19] finds and

groups similar instances based on a predefined similarity measure. It is used when underlying

and possibly interesting natural grouping is unavailable, but also to reveal new groups that

were previously unknown. Clustering techniques typically do not create interpretable models

of data, so one has to apply other technique in order to get interpretable descriptions of

induced clustering. One such approach, limited to using a single attribute set, is conceptual

clustering [20, 21] that aims at finding clusters that can be described with concepts derived by

using some description language.

There exists a broad group of descriptive pattern mining techniques that find and describe

subsets of examples using single attribute set or view.

For example, association rule mining [22] finds associations between items (in transaction

databases) or different attributes in the form of unidirectional rules. Interesting associations

are typically selected based on support and confidence scores of association rules and possibly

some other interestingness measures.

Subgroup discovery [23, 24] is a technique that finds queries describing groups of instances

having unusual and interesting statistical properties with respect to the target variable. Con-

trast Set Mining [25] identifies monotone conjunctive queries that best discriminate between

instances containing one target class from all other instances (e.g. subjects with diagnosis Alz-

heimer’s Disease (AD) vs Control (CN) subjects).

In contrast to techniques operating on a single set of attributes, multi-view techniques offer

advantages when the available data contains information from various sources or descriptions

of different properties of instances (as is the case in this study).

Two-view data association discovery [26] aims at finding a small, non—redundant set of

associations that provide insight in how two views are related. The approach can create both

bidirectional and unidirectional rules as translation patterns.

Redescription mining, introduced by Ramakrishnan et al. [27], is capable of mining

descriptions of subsets of data described by multiple sets of attributes. The building blocks of

redescriptions are called queries (logical formulas describing a set of instances by using attri-

butes from some particular view). Redescription queries can describe the same or very similar

subset of instances with different queries, which is an important capability in the context of

knowledge discovery.

Rationale for using redescription mining

Redescription mining offers advantages over related techniques and provides specific results

required for our analysis. The multi-view and descriptive capabilities of redescription mining

make it suitable for relating different biological attributes, many with unknown or scarcely

Relating clinical and biological characteristics of cognitively impaired and AD patients
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explored role and effects on cognitive impairment, to clinical attributes designed to detect cog-

nitive impairment and make the preliminary diagnosis.

Although a two-view data association discovery approach can be applied to this data, we

aimed at discovering interesting equivalence-like associations between biological and clinical

attributes on different support levels and validating them with the subjects diagnosis, that is

possible with redescription mining. Two-view association discovery is also somewhat limited

as it is designed to mine Boolean data and to provide small and non-redundant sets of associa-

tions (translations) between different attribute sets. In our discovery study we aim to create,

potentially larger number, of understandable redescriptions that would be used as a basis for

the thorough statistical analyses and the analysis performed by the domain expert.

Similar data and attributes, related to AD, have been studied before [3, 13, 14, 28]. However,

this study is focussed on the analysis of the ADNI data using redescription mining, which

enables using its specific advantages over other approaches to find potentially new insights and

improve our understanding of the genesis of AD.

Materials and methods

This section contains descriptions of data, notation and related redescription mining

approaches, CLUS-RM algorithm [29, 30] and the motivation for its use in this work. It

includes description of algorithmic extensions incorporated into CLUS-RM that enable fully

automated constraint-based redescription mining, where we generalize the attribute and

instance level constraints introduced by Zaki and Ramakrishnan [31].

Data description

For this study, we extracted data from the ADNI database [1]. To obtain the data, we used the

Merged ADNI 1/GO/2 Packages for R [32] located in study info section of the download data

page in the database. This package contains majority of available datasets in the format of R

data frames. The basis of our datasets was contained in the adnimerge data table, which con-

tains measurement of several clinical attributes (derived by using questionnaires, observations

by doctors and other tests measuring level of cognition) and biological attributes (different

blood tests, genetic markers, attributes derived from brain images, volumes of different parts

of the brain etc.) for 1,737 subjects. There was also a target variable—diagnosis (not used for

redescription construction) containing categorical values: control normal (CN), significant

memory concern (SMC), early mild cognitive impairment (EMCI), late mild cognitive

impairment (LMCI) and probable AD. Values of a target variable can be considered as ordered

(levels of cognitive impairment). Each subject was assigned in exactly one category and there

were no missing values for this variable. By examining the subjects contained in the adnimerge

data table, we have noticed two distinct groups of subjects for whom some additional distinct

attributes were measured. Therefore, we created and studied three related datasets.

The distributions of patients, divided by the level of cognitive impairment, for all three

datasets are provided in Table 1.

Division of attributes to clinical (clin) and biological (bio) forms two disjoint sets of attri-

butes used as views in redescription mining. In all datasets, subjects or patients constitute the

instances for the redescription mining process.

Table 2 contains full names and abbreviations for all attributes required to present our

work, while Tables 3 and 4 contain corresponding basic statistical information for these attri-

butes. Due to data normalization (especially of biological attributes), the original measuring

units do not correspond to the attribute values and are not specified in the tables.
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The first dataset (D1) contained 1,737 subjects. The dataset contained a number of biologi-

cal attributes such as APOE genotype, different brain measurements, such as the volume of the

whole brain, the hippocampus, ventricles, and many other structures, including brain images

obtained by using the 18fluorodeoxyglucose (FDG)-PET method. The dataset contained vari-

ous blood analysis, such as levels of white and red blood cells, protein (RCT12) and glucose

(RCT11) levels, and many others. It also contained a number of neuropsychological tests, such

as the Alzheimer Disease Assessment Scale (ADAS11, ADAS13, etc.), several different Rey

Auditory Verbal Learning Tests (RAVLT), Mini-Mental State Examination (MMSE), Func-

tional Assessment Questionnaire (FAQ), and others, including several attributes related to

clinical dementia rating (CDR) and geriatric depression scale (GDS). Several features describ-

ing the subject’s symptoms, such as presence of nausea (BCNAUSEA), vomiting (BCVOMIT),

Table 1. The number of subjects contained in datasets D1, D2 and D3 divided by the level of cognitive impairment.

Dataset Total CN SMC EMCI LMCI AD

D1 1737 417 106 310 562 342

D2 918 188 106 310 164 150

D3 820 229 0 1 398 193

https://doi.org/10.1371/journal.pone.0187364.t001

Table 2. A list of clinical and biological attributes discussed in the text.

Attribute (bio) Full name Attribute (bio) Full name

Aβ1−40 Plasma biomarker Aβ1−40 ICV Intracranial volume

Aβ1−42 Plasma biomarker Aβ1−42 Insulin Insulin

ANG2 Angiopoietin-2 Leptin Leptin

APAII Apolipoprotein A-II MCRPHMIF Macrophage migration inhibitory factor

APOB Apolipoprotein B PAPP-A Pregnancy associated plasma protein A/ pappalysin-1

APOE ε4 Gene APOE ε4 PLMNRARC Pulmonary and activation-regulated chemo

AV45 18F-florbetapir PPP Pancreatic polypeptide

BAT126 Level of vitamin B12 PTAU Phospho-tau protein

BNP Brain natriuretic peptide RCT11 Serum glucose

CKMB Creatine kinase level RCT12 Total protein

CNTF Ciliary neurotrophic factor RCT14 Creatine kinase

Entorhinal Entorhinal cortex volume SPARE_AD Spatial Pattern of Abnormalities for Recognition of Early AD

FASL Fas ligand T2TCV T2 weighted total intracranial volume

FDG-PET 18fluorodeoxyglucose—positron emission tomography TAU Tau protein

Fusiform Volume of the fusiform gyrus TNC Tenascin-C

Hippocampus Hippocampus volume TSTSTRNT Total blood testosterone

HMT8 Neutrophils Ventricles Volume of the lateral ventricles

HMT18 Eosinophils WholeBrain Whole brain volume

Attribute (clin) Full name Attribute (clin) Full name

ADAS11 11-item ADAS test score CDRSB Clinical Dementia Rating Sum of Boxes

ADAS13 13-item ADAS test score EcogPtPlan Participant everyday cognition planning

BCNAUSEA Presence of nausea FAQ Functional Assessment Questionnaire

BCSWEATN Presence of sweating MMSE Mini-Mental State Examination

BCVOMIT Presence of vomiting MOCA Montreal Cognitive Assessment

CDGLOBAL Global cognitive dementia rating Q13SCORE Question 13 from the ADAS test

CDJUDGE Judgement and problem solving score RAVLT Rey Auditory Verbal Learning Test immediate

CDMEMORY Memory score

https://doi.org/10.1371/journal.pone.0187364.t002
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sweating (BCSWEATN), as well as results of various neurological examinations were also

included. Information about attributes and subjects contained in D1 are available in S1 File.

The second dataset (D2) contained 918 subjects. In addition to features contained in the

first dataset, it also contained features describing subjects’ performance on Montreal Cognitive

Assessment (MOCA) scale and features related to the Eastern Cooperative Oncology Group

(ECOG) Scale of Performance Status. It also contained values of cerebrospinal fluid (CSF),

total tau (TAU) and phospho-tau (PTAU) levels. Information about attributes and subjects

contained in D2 are available in S2 File.

Table 3. Information about value range and percentage of missing values for biological attributes discussed in the text. Absence of an attribute from

a dataset is denoted with “-” in the range and missing columns.

Attribute D1 D2 D3

Range Missing Range Missing Range Missing

APOE ε4 {0, 1, 2} 1% {0, 1, 2} 2% {0, 1, 2} 0%

BAT126 [96, 6725] 12% [96, 6725] 15% [99, 3429] 8%

Entorhinal [1426, 5896] 16% [1438, 5896] 13% [1426, 5731] 39%

Fusiform [8991, 29950] 16% [10012, 29950] 13% [8991, 24788] 39%

Hippocampus [2991, 10769] 14% [2991, 10602] 10% [3091, 10769] 19%

HMT8 [0.98, 11.64] 12% [1.22, 10.22] 15% [0.98, 11.64] 7%

HMT18 [0,35.8] 12% [0, 24] 15% [0,34.8] 7%

ICV [1.1, 2.1] � 106 1% [1.1, 2.1] � 106 2% [1.1, 2.1] � 106 0%

RCT11 [55, 413] 11% [61, 315] 15% [55, 413] 6%

RCT12 [5.7,9.7] 11% [5.9,8.4] 15% [5.7,9.7] 6%

RCT14 [18, 2658] 11% [23, 2658] 15% [18, 721] 6%

Ventricles [0.6, 1.5] � 105 5% [0.6, 1.3] � 105 7% [0.6, 1.5] � 105 2%

WholeBrain [0.7, 1.5] � 107 3% [0.8, 1.5] � 107 4% [0.7, 1.4] � 107 1%

AV45 [0.84, 2.03] 49% [0.84, 2.03] 3% - -

FDG-PET [3.49,8.54] 25% [3.49,8.54] 2% - -

PTAU - - [9.4, 173.3] 58% - -

Aβ1−40 - - - - [13.0,371.8] 13%

Aβ1−42 - - - - [4.6, 102.8] 12%

ANG2 - - - - [0.11, 1.46] 31%

APOAII - - - - [2.35,3.18] 31%

APOB - - - - [2.89,3.47] 31%

BNP - - - - [1.86,4.13] 31%

CKMB - - - - [−1.43,0.59] 31%

CNTF - - - - [0.88,3.48] 31%

FASL - - - - [0.85,3.62] 31%

Insulin - - - - [−0.68, 1.43] 31%

Leptin - - - - [−0.82, 2.0] 31%

MCRPHMIF - - - - [−1.2,0.8] 31%

PAPP-A - - - - [−2.34, −0.85] 31%

PLMNRARC - - - - [1.6, 2.7] 31%

PPP - - - - [−0.004,3.16] 31%

SPARE_AD - - - - [−3.86, 2.79] 0%

T2TCV - - - - [1003, 1922] 1%

TAU - - - - [19.9,300.5] 58%

TNC - - - - [1.9,3.5] 31%

TSTSTRNT - - - - [−1.44, 1.52] 31%

https://doi.org/10.1371/journal.pone.0187364.t003
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The third dataset (D3) contained 820 subjects. It was extremely useful to study the differ-

ences and special properties of healthy subjects as compared to patients with severe stages of

dementia. This dataset lacked information about ECOG Scale of Performance Status, MOCA,

and information about CSF biomarkers, but it contained several additional attributes related

to hormones and proteins measured. It also contained information about T2 weighted total

cranial vault segmentation (T2TCV) and plasma biomarkers Aβ1−40 and Aβ1−42. One particu-

larly useful imaging attribute was Spatial Pattern of Abnormalities for recognition of early AD

(SPARE_AD), which was specifically constructed to help in early detection of AD. Dataset D3

also contained the attribute PAPP-A which is analysed in more detail in this work. The AD

assessment scale contained many additional attributes corresponding to different cognitive

tasks, the full set of attributes being publicly available on the ADNI web page http://adni.loni.

usc.edu/. Information about attributes and subjects contained in D3 are available in S3 File.

Table 4. Information about value range and percentage of missing values for clinical attributes discussed in the text. Absence of an attribute from a

dataset is denoted with “-” in the range and missing columns. If some dataset has equal range as D1, this is denoted with “-||-” in the appropriate field.

Attribute D1 D2 D3

Range Missing Range Missing Range Missing

ADAS11 [0,42.67] 0% [0, 40] 0% [0, 40] 0%

ADAS13 [0,54.67] 1% [0, 52] 1% [0, 52] 1%

BCNAUSEA {0, 1} 0% -||- 0% -||- 0%

BCSWEATN {0, 1} 0% -||- 0% -||- 0%

BCVOMIT {0, 1} 0% -||- 0% -||- 0%

CDGLOBAL {0, 0.5, . . .2} 0% -||- 0% {0, 0.5, 1} 0%

CDJUDGE {0, 0.5, . . ., 3} 0% -||- 0% -||- 0%

CDMEMORY {0, 0.5, . . ., 3} 0% -||- 0% {0, . . ., 2} 0%

CDRSB {0, 0.5, . . ., 10} 0% -||- 0% {0, . . ., 9} 0%

FAQ {0, 1, . . ., 30} 1% {0, 1, . . ., 28} 1% -||- 0%

MMSE {18, 19, . . ., 30} 0% {19, . . ., 30} 0% -||- 0%

Q13SCORE {0, 0.5, . . ., 10} 1% -||- 0% -||- 1%

RAVLT {0, 1, . . ., 71} 0% {1, . . ., 71} 0% {0, . . ., 69} 0%

EcogPtPlan - - [1, 4] 1% - -

MOCA - - {4, 5, . . ., 30} 1% - -

https://doi.org/10.1371/journal.pone.0187364.t004

Fig 1. Relations between attributes used in constructed datasets D1, D2 and D3. Left Venn diagram depicts

clinical and right Venn diagram biological attributes.

https://doi.org/10.1371/journal.pone.0187364.g001
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Relation between attributes used in different datasets is visible in Fig 1.

Division among subjects in the constructed datasets is as follows: D1 = D2 [ D3, D2 \ D3 =

{2002}, where 2002 denotes the roster id (RID), unique id of subject contained in the

intersection.

In all analysed datasets, there were slightly more males than females. Males constitute 55%

of the first, 52% of the second and 58% of the third dataset. They also constitute 57%, 53% and

61% of all subjects with some level of cognitive impairment in these datasets. Pregnancy in

female subjects can alter levels of PAPP-A attribute. Although the information about the preg-

nancy status for female subjects analysed was not directly available in our dataset, documents

describing ADNI1 exclusion criteria (which cover patients contained in our dataset D3) [33]

clearly state that female participants must be sterile or two years past childbearing potential to

be included in the study group. Documents related to ADNIGO [34] and ADNI2 exclusion

criteria [35] state that the participant must not be pregnant, lactating or of childbearing poten-

tial. As a result of these exclusion criteria, we can assume that the PAPP-A levels, for the stud-

ied female subjects, were not influenced by pregnancy.

Redescription mining

Redescription mining [27] works on a dataset D, containing |D| instances and one set, or two

disjoint sets of attributes (views, denoted as W1 and W2) describing these instances. A rede-

scription (as for example R = (q1, q2)) is a pair of queries, containing one query per view. Each

query is a propositional logic formula that can contain conjunction, disjunction or negation

operators and is used to define conditions on values of a subset of attributes from a particular

view. The subset of instances described by a query qi, denoted supp(qi) is called the query sup-

port set. The support set of a redescription is the set of instances described by both queries that

constitute this redescription: supp(R) = supp(q1) \ supp(q2). We also use the notation E1,1 to

denote the set of instances described by both queries, E1,0 a set of instances described by the

first query but not described by the second query, E0,1 a set of instances described by the sec-

ond query but not described by the first query, E0,0 a set of instances that are not described by

either query. E?,1 denotes a set of instances for which it is not possible to determine if they are

described by the first query, due to missing values, but are described by the second query, E1,?

contains a set of instances described by the first query but for which it is not possible to deter-

mine if they are described by the second query, due to missing values, E?,0 denotes a set of

instances for which it is not possible to determine if they are described by the first query, due

to missing values, and are not described by the second query, E0,? contains a set of instances

not described by the first query but for which it is not possible to determine if they are

described by the second query, due to missing values. The set E?,? contains instances for which

it is not possible to determine if they are described by either query due to missing values. attr
(R) denotes a multiset of attributes contained in redescription queries, whereas attrs(R) repre-

sents a corresponding set of attributes. attr(D) denotes all attributes contained in both views of

the dataset and R denotes a redescription set.

We evaluate the quality of mined redescriptions by using two measures [36]: i) the Jaccard

index, which measures the similarity of support sets of the two redescription queries (also

often called accuracy of redescription, since it measures how close two query support sets are

to containing identical set of instances) and ii) statistical significance of the observed rede-

scription, expressed through a p-value.

The Jaccard index is defined as:

JðRÞ ¼
jsuppðq1Þ \ suppðq2Þj

jsuppðq1Þ [ suppðq2Þj
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Assessment of the statistical significance of the redescription R = (q1, q2) is based on an

assumption that the support sets, of two queries q1 and q2, are selected randomly, with mar-

ginal probabilities p1 ¼
jsuppðq1Þj

jDj and p2 ¼
jsuppðq2Þj

jDj respectively. The statistical significance of rede-

scription measures how probable it is to obtain overlap of the size |supp(R)| or larger when

sampling two subsets of instances from a set of size |D|, using sampling probabilities p1 and p2

respectively. The size of the intersection follows a binomial distribution and the probability we

are looking for can hence be written as:

pVðRÞ ¼
XjDj

n¼jsuppðRÞj

jDj
n

� �

ðp1 � p2Þ
n
� ð1 � p1 � p2Þ

jDj� n

Example 1. Redescription Rex = (qclin, qbio), discovered on dataset D3, whose queries are

defined as: qclin: 0.0� GDTOTAL� 2.0 ^ GDALIVE = 0.0 ^ CDMEMORY = 0.0 qbio: 0.5�

HMT18� 16.0 ^ −3.86� SPARE_AD� −0.93, provides alternative descriptions of 156 differ-

ent normal control subjects. Query qclin describes 204 subjects with specific value for the fol-

lowing clinical attributes: memory score (CDMEMORY), total score in geriatric depression

scale (GDTOTAL), score on a question Do you think its wonderful to be alive now? (GDALIVE)

while query qbio describes 172 subjects having specific values for biological attributes such as

percentage of Eosinophils (HMT18) and a Spatial Pattern of Abnormalities for Recognition of

Early Alzheimer’s disease (SPARE_AD). The set of subjects described by at least one query of

redescription Rex contains 220 subjects, i.e |supp(qclin) [ supp(qbio)| = 220. For 156 of 220 sub-

jects, both queries are valid, i.e. |supp(qclin) \ supp(qbio)| = 156. This means that the Jaccard

index (accuracy) for this redescription is 156

220
¼ 0:709. The redescription is statistically signifi-

cant with the p-value< 2 � 10−17 (which can be computed by using the formula above). It

means that it is highly unlikely to observe a redescription of support size 156 or larger given

that we combine two statistically independent queries, with marginal probabilities p1 ¼
204

820
¼

0:25 and p2 ¼
172

820
¼ 0:21, into a redescription Rex.

Existing approaches for redescription mining. The first algorithm for redescription

mining, called CARTwheels, was developed by Ramakrishnan et al. [27]. Several redescription

mining algorithms have been developed since, all of which can handle Boolean attributes.

From these, some algorithms [29, 30, 37, 38] work also with categorical and numerical attri-

butes. Currently, only two redescription mining algorithms ReReMi [37] and CLUS-RM [29,

30], work with attributes containing missing values.

Redescription mining algorithms can be divided into three main categories: a) algorithms

based on itemset mining, b) greedy algorithms and c) tree-based algorithms.

Itemset mining based redescription mining algorithms utilize different itemset mining

methods to create itemsets, which are used to create redescriptions. Approach by Zaki and

Ramakrishnan [31] and the approach by Parida and Ramakrishnan [39], use a lattice (partially

ordered set) of attribute sets to find redescriptions. Approach developed by Gallo et al. [40] is

based on frequent itemset mining. The field is known as Frequent Itemset Mining, because the

notion of frequency (support size, the apriori principle) is central in obtaining practical

algorithms.

Greedy algorithms for redescription mining work by incrementally updating queries with

the goal of increasing redescription accuracy. The first algorithm developed in this category was

the greedy algorithm from Gallo et al. [40]. This algorithm has been extended by Galbrun and

Miettinen [37], under the name ReReMi, to work with categorical and numerical attributes.

Tree-based algorithms use decision trees [41] or Predictive Clustering trees (PCTs) [42] to

create redescriptions. This category includes the first developed algorithm for redescription

Relating clinical and biological characteristics of cognitively impaired and AD patients

PLOS ONE | https://doi.org/10.1371/journal.pone.0187364 October 31, 2017 9 / 35

156 Chapter 8. Applications



mining called CARTwheels, developed by Ramakrishnan et al. [27]. This algorithm works by

building two decision trees per iteration (one for each view) that are joined in the leaves. Rede-

scriptions are created by reading off the conditions along the paths from the root node of the

first tree to some specified class (which constitutes one redescription query) and the paths

from the root node to the matching leafs of the second tree (which constitutes the second rede-

scription query). All created trees are of the same predefined depth, and the process iterates for

a predefined number of iterations. This algorithm uses multiclass classification to guide the

search between the two views. Layered trees (LayeredT) and Split trees (SplitT) algorithms

developed by Zinchenko [38] use a different methodology of decision tree construction to

obtain redescriptions. Instead of creating fully grown trees of predefined depth, the Layered

trees algorithm creates one or more depth one trees at each algorithm step. For each leaf of the

tree under construction, at some fixed iteration, the Layered trees algorithm builds a new

depth one tree and appends it to the corresponding leaf of the existing tree (thus increasing its

complexity and size). The algorithm allows creating more informed splits, since at a certain

step of tree construction, the algorithm uses information about splits created at a correspond-

ing level of the tree constructed on the opposite view. To construct a tree of maximal depth,

the algorithm considers all nodes of the tree created on the opposite view (not just the leaves of

a fully grown tree as in CARTwheels). The Split trees algorithm creates decision trees of

increasing size. At each step of tree construction, the depth is increased by one and a whole

new tree of larger depth is built (completely replacing the previously constructed tree) until

trees of maximally allowed depth are built. This algorithm simultaneously refines classes (since

it obtains finer splits with trees of larger depth) and trees (by increasing their complexity and

providing more specific classes).

The CLUS-RM algorithm developed by Mihelcic et al. [29, 30] uses multi-target Predictive

Clustering trees (PCTs) [42, 43], instead of decision trees to construct redescriptions. Using

multi-target PCTs allows using information about all nodes (intermediate nodes as well as

leaves) in the constructed PCT simultaneously to create redescriptions (which increases accu-

racy, diversity and number of produced redescriptions). This algorithm has been extended by

Mihelcic et al. [44] to use a random forest of PCTs which further increases accuracy and diver-

sity of produced redescriptions. The CLUS-RM is also equipped with a redescription set con-

struction procedure called redescription set optimization [29, 30, 44]. It enables incorporating

quality constraints in multi-objective optimization manner and uses all produced redescrip-

tions to create a reduced redescription set of user-defined size. A generalized version of rede-

scription set optimization has been presented by Mihelcic et al. [45]. In addition to its main

purpose of redescription set construction, this procedure allows for use of ensembles of rede-

scription mining algorithms, influencing the structure of produced sets through user-defined

importance weights and performing computationally efficient construction of multiple rede-

scription sets with different properties, which is beneficial for exploration [45].

Choice of methodology, redescription accuracy measure

and a query language

In this section, we describe our motivation underlying the use of CLUS-RM algorithm and the

extensions made to allow performing constraint-based redescription mining. In addition, we

describe what reasons motivated us for the use of a redescription accuracy evaluation measure

and a specific query language used to construct redescriptions.

Choice of redescription mining algorithm. To create redescriptions, we used the

CLUS-RM algorithm [29, 30] based on Predictive Clustering trees (PCT) [42, 43]. PCTs allow

clustering on both target and descriptive space. By using their multi-label and multi-target
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capability one can use multiple (or all) nodes in a given tree simultaneously to produce rede-

scriptions. Due to the property of inductive transfer [46], multi-target classification can out-

perform single-target classification, which improves the overall accuracy of produced

redescriptions. The CLUS-RM algorithm incorporates a redescription set optimization proce-

dure (a novelty compared to other redescription mining approaches), which uses the large

number of diverse redescriptions produced to optimize a redescription set of user-define size.

Using a large number of produced redescriptions in the optimization process increases the

quality of the redescription set presented to the user. The optimization process evaluates rede-

scriptions according to accuracy, significance and redundancy (with respect to redescription

support sets and attributes contained in redescription queries).

Since our data contain missing values, we could only use the CLUS-RM or the ReReMi

algorithm to find redescriptions. Given our goal of using the produced redescription sets to

perform further statistical analysis, there are several reasons that motivate the use of CLUS-RM

as the redescription mining algorithm in this work. CLUS-RM has the ability to produce

potentially large sets of redescriptions that can be used to perform statistical analysis (e.g. of

obtained associations). Multiple different redescriptions containing the same attribute pair

and describing different subsets of instances reinforce the importance of frequently co-occur-

ring attributes. CLUS-RM can constrain redescription support set size to an interval, which

provides experts with a range of associations (hypotheses), from general (intervals containing

larger support set size) to more specific (intervals containing smaller support set size). It can

also produce redescription sets of user defined size which allows creating sets that contain

equal number of members per support interval for further statistical analysis. Because of this,

association statistics will not be constructed only from very general or very specific redescrip-

tions, but from redescriptions covering a whole range of different support sizes. The experi-

ments with CLUS-RM [30], and its extension [44], as well as the integration of the CLUS-RM

into a redescription mining framework for redescription set construction [45], show that the

produced redescription sets were fully competitive with other state-of-the-art solutions, and in

some cases (as when only conjunctions are used in redescription query construction), the

resulting redescription sets can even contain significantly more accurate and diverse

redescriptions.

To obtain the results presented in this work, we required the constraint-based redescription

mining capability, mostly using one attribute as constraint. However, developing a constraint-

based methodology that is able to use multiple attributes (instances) as constraint was straight-

forward and is also presented as a part of this work. The proposed extensions include several

modes of constraint-based redescription mining (CBRM) that allow exploring interactions of

multiple attributes from different views with Boolean, categorical and numerical variables,

extending the state-of-the-art in CBRM. Instance level constraints can be incorporated in anal-

ogous fashion.

The one-attribute CBRM capability of Siren [47] allows selecting one attribute as constraint

and defining its numerical interval (for numerical attributes). The resulting redescription set is

comprised of redescriptions that are obtained by extending the initial query supplied by the

user. When compared to this limited CBRM capability of Siren, the CLUS-RM extension oper-

ates in a fully automated constraint-based setting (allowing multiple attributes as constraints).

Also, it is not necessary to manually select numerical bounds as is currently the case in Siren.

In general, performing interactive constraint-based redescription mining can demand signifi-

cant effort and time from the domain expert (in addition to examination of computed rede-

scriptions, which also needs to be done in our approach), but can potentially enable tuning the

algorithm better to find information about some specific, targeted problem.
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Analysis and exploration of precomputed redescription sets, based on multiple different

redescription criteria, exploration of different attribute associations and groupings of instances

based on a produced redescription set is also possible with the tool InterSet [48].

Choice of redescription accuracy measure. Since the data contains missing values, we

used the query non-missing Jaccard index, introduced in [30], and further explained in [45] to

evaluate redescriptions. The query non missing Jaccard index is defined as:

Jqnmðq1; q2Þ ¼
jE1;1j

jE1;1j þ jE?;1j þ jE1;?j þ jE0;1j þ jE1;0j

Query non-missing Jaccard index evaluates instances as being a part of redescription sup-

port set only if there is enough information in the data (given the query language) to deduce

that these instances satisfy the conditions of both redescription queries. The construction of

this measure is guided by the principle that the query cannot contain an instance in its support

set if it cannot be evaluated due to missing values. Because of this, the measure does not penal-

ize the score with instances contained in the sets E?,?, E0,?, E?,0 and rather treats them as if they

were contained in the set E0,0 but penalizes the score with instances contained in the sets E?,1

and E1,? and treats them as if they are contained in sets E1,0 and E0,1.

Query non-missing Jaccard index has been designed to trade-off between the pessimistic

and the optimistic Jaccard index [36], which are each forcing opposite extreme values and are

thus leading to less realistic estimates of the true Jaccard index. Query non-missing Jaccard

index is optimistic because it does not penalize the score with instances that are not described

by one query and cannot be evaluated by the other query, due to missing values (E?,0, E0,?). On

the other hand, it is pessimistic, since it penalizes the score with instances that are described by

one redescription query, but cannot be evaluated by the other, due to missing values (E1,? and

E?,1). Redescription accuracy estimates provided by query non-missing, pessimistic and opti-

mistic Jaccard index have already been compared experimentally in [45].

Choice of a query language. In this work, our redescriptions consist exclusively of con-

junctive queries. Queries containing only conjunction operators are easier to understand and

usually shorter than those containing combination of all operators. In redescriptions with que-

ries containing only conjunction operators, every attribute used in its queries must describe all

instances from redescription support set. Thus, such redescriptions discover stronger associa-

tions between attributes than redescriptions with queries containing all operators. These rea-

sons make us believe that applying CLUS-RM with restriction to use of conjunctions to ADNI

data is the right choice which may reveal useful medical hypotheses that can be further devel-

oped by the domain experts. Described query language is similar to the one used in bi-direc-

tional association rules which can, for instance, be produced by the two-view data association

discovery approach, discussed in the Introduction section. In general, using negation and dis-

junction operators in redescription construction can increase the diversity and accuracy of

produced redescriptions, but it can also make them more difficult to understand for domain

experts.

CLUS-RM algorithm description

All experiments were performed with the CLUS-RM redescription mining algorithm [29, 30],

presented in Algorithm 1. CLUS-RM uses PCTs [43] to find descriptions of groups of

instances (i.e. subjects, as is the case in our medical study).
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Algorithm 1 The CLUS-RM algorithm

Require:Firstview (W1), Secondview (W2), maxIter,QualityconstraintsQ
Ensure:A set of redescriptionsR
1: procedureCLUS-RM
2: ½Wð0Þ

1 ;Wð0Þ

2 �  createInitalData(W1, W2)
3: ½PWð0Þ

1

;PWð0Þ
2

�  createInitialPCTs(Wð0Þ

1 ,Wð0Þ

2 )

4: ½rWð0Þ
1

; rWð0Þ
2

�  extractRulesFromPCT(PWð0Þ
1

;PWð0Þ
2

)

5: for Ind 2{1, . . ., maxIter}do
6: ½WðIndÞ

1 ;WðIndÞ
2 �  constructTargets(rWðInd� 1Þ

1

, rWðInd� 1Þ

2

)

7: ½PWðIndÞ
1

;PWðIndÞ
2

�  createPCTs(WðIndÞ
1 ;WðIndÞ

2 )

8: ½rðIndÞW1
; rðIndÞW2

�  extractRulesFromPCT(PWðIndÞ
1

;PWðIndÞ
2

)

9: for (Rnew 2 rWðIndÞ
1

�QrWðInd� 1Þ

2

[ rWðInd� 1Þ

1

�QrWðIndÞ
2

) do

10: R addReplaceDiscard(Rnew;R)
11: R minimizeQueries(R)
12: returnR

The presented algorithm pseudocode describes the CLUS-RM functionality in case only

conjunction logical operators are used to create redescription queries. The extended version of

the algorithm pseudocode for the case in which conjunction, negation and disjunction logical

operators can be used in redescription query construction is described in [30] and supplemen-

tary document S18 File.

The algorithm consists of four main parts: 1) Initialization, 2) Query creation (divided in

query construction 2.1 and query exploration 2.2), 3) Redescription creation and 4) Redescrip-

tion set optimisation.

1) In the initialization phase (line 2 in Algorithm 1), the algorithm makes a copy of each

instance from the original dataset and shuffles the attribute values for the copies. For each

attribute, the algorithm selects a random instance from the dataset and copies its value for the

selected attribute to the target copy (value of one instance from the original dataset can be cop-

ied multiple times). This procedure breaks correlations between attributes in the copied

instances. Each instance from the original dataset is assigned a target value 1.0 and each artifi-

cially created instance a target value 0.0. It is possible to use the PCT algorithm to create initial

clusters, from such dataset, by distinguishing between original instances and copies containing

shuffled values (line 3 in Algorithm 1). The described procedure is repeated independently for

both views contained in the dataset.

2.1) Each node in the obtained PCTs represents a cluster. These nodes are transformed to

rules (line 4 in Algorithm 1) which are valid for the corresponding group of instances. More

details about transforming PCTs to rules can be seen in [49].

2.2) The next step is to describe the same groups of instances, as those described by the pro-

duced rules, with the second attribute set (lines 6−8 in Algorithm 1). To do this, for each

instance of the original dataset, the algorithm constructs a set of target variables containing

equal number of targets as number of rules constructed using the first set of attributes (for

more details see [30]). The instance has a target value 1 on position j if it is described by the j-
th rule from a set of rules constructed on the first set of attributes, otherwise the value is 0.

Instances for which information is missing, making it impossible to determine the member-

ship in support set of the query are also labelled with 0. We use the multi-target classification

and regression capability of PCT to construct clusters on different views containing similar

instances. The procedure is repeated by creating initial rules on the second view and describing

similar sets of instances by using attributes from the first view.
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3) Once the algorithm obtains rules for both views, it combines them by computing the

Cartesian product of two rule-sets (line 9 in Algorithm 1). Each redescription is evaluated with

various user predefined constraints (such as minimal redescription accuracy, minimal support,

maximal p-value, contained in a set of redescription quality constraints Q), to select candidates

for redescription set optimization.

4) Each redescription satisfying all user-defined redescription quality constraints is a candi-

date for redescription set optimization (line 10 in Algorithm 1). Satisfactory redescriptions are

added to the redescription set, in the order of creation, until the maximal number of redescrip-

tions (user-defined parameter) is reached. When this number is reached, the algorithm com-

putes the score difference, defined in [29, 30], between the new redescription and every

redescription already contained in the redescription set based on redescription score. The

score of some redescription R 2 R, based on its support set and a redescription set R, is com-

puted as:

redScoreInstðRÞ ¼
P

i2suppðRÞðcoverInstRnRðiÞÞ
P

i2DcoverInstRðiÞ

where coverInstRðiÞ ¼ jfR 2 R; i 2 suppðRÞgj denotes the number of times, the instance i is

described by redescriptions from the redescription set R. The denominator of a score redScor-
eInst(R) can be also written as

P
R2RjsuppðRÞj. Similarly, the redescription score:

redScoreAttrðRÞ ¼
P

a2attrðRÞðcoverAttrRnRðaÞÞ
P

a2attrðDÞcoverAttrRðaÞ

is based on attributes contained in redescription queries, where coverAttrRðaÞ ¼ jfR 2 R; a 2
attrðRÞgj denotes the number of times attribute a is used in queries of redescriptions contained

in R. The denominator of a score redScoreAttr(R) can be also written as
P

R2RjattrðRÞj.
The score of a newly created redescription Rnew is computed in the same way as the score

for some R 2 R but using frequencies for all redescriptions contained in the set R in the

numerator of redScore and redScoreAttr.
The error score is computed as errSc(R) = 1.0 − J(R) and the final redescription score is

computed as:

scðRÞ ¼ a1 � errScðRÞ þ a2 � redScoreInstðRÞ þ a3 � redScoreAtðRÞ

where ai 2 ½0; 1�;
P3

k¼1
ai ¼ 1. Lower total redescription score is favourable because it implies

smaller error in redescription accuracy and smaller level of instance and attribute redundancy

with respect to other redescriptions from the set R. The user—defined weights αk regulate

importance of different scores which affect the properties of the resulting redescription set. In

this work, we use ak ¼
1

3
. Redescription contained in the redescription set with the highest

score difference with the newly created redescription is replaced thus improving the overall

redescription set quality. At each redescription exchange all frequency scores are updated.

The minimization procedure introduced in [30] and performed in line 11 of Algorithm 1 is

a heuristic procedure designed to reduce the size of redescription queries by removing redun-

dant attributes (attributes that can be removed without changing redescription accuracy). It is

performed individually on each redescription of the resulting redescription set.

Constraint-based redescription mining. In this work, we extended the CLUS-RM algo-

rithm to a constraint-based redescription mining setting. The algorithm incorporates
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constraints in redescription creation and one additional score in the optimization function

used for redescription set creation. Necessary CBRM extensions of the CLUS-RM algorithm,

when conjunction, negation and disjunction operator can be used in redescription query con-

struction are described in supplementary document S18 File.

We present the attribute level constraints useful for gaining knowledge as demonstrated in

this work. Constraints involving instances can be introduced in the analogous fashion by

using redescription support set (supp(R)) instead of attribute set (attrs(R)) in formulas (1), (2)

and (3).

Constraint-based redescription mining, first defined in [31], allows placing constraints on

attributes that must occur in redescription queries or instances that must be contained in rede-

scription support set. The constraints are in the form C ¼ fC1;C2; � � � ;Cng, where each con-

straint Ci specifies a set of attributes that must occur in redescription queries or a set of

instances that must be contained in redescription support set. In the original formulation, at

least one constraint Ci must be satisfied by a redescription (contain all attributes or instances

specified in the set) to be presented to the user. We denote this original definition as strict con-

strained-based redescription mining and mostly use it in our study. In practice, various relaxed

versions of constrained-based redescription mining might be useful. In the continuation, we

specify one existing (strict) and two newly defined (soft and suggested) modes of constraint-

based redescription mining (focusing only on attribute constraints):

1. Strict constraint-based redescription mining: there must exist at least one constraint Ci 2 C
such that all defined attributes occur in redescription queries.

2. Soft constraint-based redescription mining: there must exist at least one constraint Ci 2 C
such that a part of defined attributes occurs in redescription queries. Satisfying larger por-

tion of constraints is favoured by the redescription evaluation score.

3. Suggested constraint-based redescription mining: defined constraints are used as sugges-

tions that increase the overall redescription score depending on the number of satisfied

constraints, however high quality redescriptions not satisfying any of these constraints can

also enter redescription set if their total score is high enough.

Strict constraint-based redescription mining can be used when the expert already has a

hypothesis (obtained through domain knowledge and extensive experimentation) and wants

to explore the specified associations in more detail. Soft constraint-based redescription mining

can be used when a set of attributes of interest has been determined (by applying the combina-

tion of domain knowledge and experimentation) but it is not clear which interactions from the

set should be fully explored. Thus, further study of their interactions is needed to form, refine

or confirm the expert hypothesis. Suggested constraint-based redescription mining can be

used when the expert, knowing the research domain (having a priori knowledge about the

problem), selects a set of attributes that are known or suspected to be (currently) more inter-

esting for exploration, though at current stage there is no immediate focus on any particular

hypothesis.

To allow constraint-based redescription mining, we extend the CLUS-RM algorithm by

adding a new set of constraints C containing the user-defined attributes of special interest and

a type of CBRM used (parameter T ). Line 9 of Algorithm 1 is changed to

Rnew 2 ðr
ðindÞ
W1
Þ
fC;T g�Qðr

ðindÞ
W2
Þ
fC;T g. Thus, redescriptions are created only by combining those que-

ries that satisfy predefined constraints. For each redescription Rnew, we apply query minimiza-

tion procedure before using redescription set optimization (defined in line 10 of Algorithm 1).
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If query minimization procedure removes any of the key constraint attributes, defined in set C
of CBRM, the created redescription is discarded.

In addition, CLUS-RM is extended with a new score scConstr, which is used in suggested

constraint-based redescription mining to increase the overall score of a redescription satisfying

user-defined attribute constraints. The score is defined as:

scConstrðRÞ ¼
1

2
�max

jattrsðRÞ \ Cij

jCij
; Ci 2 C

� �

þ
1

2
�
jattrsðRÞ \ ð[iCiÞj

jattrsðRÞj
ð1Þ

The first term in the score rewards redescriptions satisfying higher fraction of constraints

from some set Ci. Due to the fact that more disjoint or partially overlapping constraint sets can

be given and the fact that some redescriptions can satisfy parts of larger number of constraint

sets Ci, we take the maximum score achieved among constraint sets as a quality of redescrip-

tion—thus favouring compliance with larger number of constraints from a single constraint

set. The second term favours redescriptions that, among the attributes contained in their que-

ries, have larger fraction of attributes of interest to the user. Here, we reward satisfied con-

straints from any constraint set defined by the user.

The score used for soft constraint-based redescription mining is defined as:

redScoreSoft ¼

( scConstrðRÞ if 9Ci 2 C; attrsðRÞ \ Ci 6¼ ;

� 1 otherwise
ð2Þ

Similarly, the score used for strict constraint-based redescription mining is defined as:

redScoreStrict ¼

(
1 if 9Ci 2 C; attrsðRÞ \ Ci ¼ Ci

� 1 otherwise
ð3Þ

Higher scores denote higher level of agreement of redescriptions with the imposed constraints

(redescriptions with higher score are thus preferable).

Finally, redescription score sc(R) is extended to:

scðRÞ ¼ a1 � errScðRÞ þ a2 � redScoreInstðRÞþ

þa3 � redScoreAtðRÞ þ a4 � ð1 � redScoreConstðRÞÞ

where ai 2 ½0; 1�;
P4

k¼1
ai ¼ 1 and redScoreConst(R) denotes any variant of the constraint-

based score chosen by the user. Redescriptions with the score value of1 are not allowed to

enter redescription set.

With the extension introduced above, the CLUS-RM is the only redescription mining algo-

rithm capable of performing fully automated constraint-based redescription mining on cate-

gorical, numerical and data containing missing values with more than one attribute constraint.

Experiments and results

In this section, we present the experimental setup and some selected results obtained through

the analyses of the produced redescription sets.

Experiments

Our main goal was to study clinical and biological attributes, and to find interesting relations

among them. To retrieve maximum information from and to obtain deeper insight into the

data, we divided redescriptions by the number of described subjects and used the diagnosis of

the level of cognitive impairment to further assess the relevance and interestingness of the
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obtained redescriptions. For each dataset, we created four redescription sets containing rede-

scriptions with different supports, describing [5, 10], [11, 39], [40, 99] and at least 100 subjects.

The maximum support threshold was set to d jDi j

2
e subjects contained in the dataset Di, i 2 {1,

2,3}. We are interested in re-describing subsets of subjects with some level of cognitive

impairment and using cognitively normal subjects as a control group. Studying different bio-

logical, clinical attributes and their interactions in the context of different levels of cognitive

impairment is also of high interest. Higher homogeneity of described subjects increases the

amount of information obtained about different changes in biological and clinical attributes

occurring as a result of different level of cognitive impairment. Developing an approach with a

combined properties of redescription mining and subgroup discovery may also be interesting

in this setting, but is beyond the scope of this work. Each set contains 100 redescriptions with a

minimal Jaccard Index of 0.2 and a maximal p-value of 0.01. Allowed support intervals, as well

as other parameter limits were found through experimentation. Redescriptions contained up

to 8 attributes per query.

The same support intervals were used to create redescriptions on each dataset. This allows

making easier comparisons of redescriptions and statistics of attribute co-occurrence across

different datasets. Distribution analysis of redescription quality measures, in the produced

redescription sets, reveals potentially interesting datasets, attributes and support intervals.

Since PAPP-A showed interesting associations with cognitive impairment in the experi-

ments described above, we performed constraint-based redescription mining with the same

algorithmic parameters but focusing redescription search on redescriptions containing preg-

nancy associated plasma protein A (PAPP-A) in the redescription queries. We created one

redescription set containing 100 redescriptions describing at least 100 subjects.

Redescription accuracy and homogeneity analysis

We merged the four sets of redescriptions, of different supports, created on each dataset (D1,

D2, D3) and formed one larger redescription set (RS) per dataset, denoted R1;R2;R3 (see Fig

2). For the obtained redescriptions, contained in the corresponding redescription sets

(R1;R2;R3), we analysed the homogeneity of the described subsets of subjects with respect to

the degree of cognitive impairment (CN, SMC, EMCI, LMCI and AD) by computing the

entropy of described subject’s medical diagnosis (demonstated in Fig 2).

The entropy was computed for the support set of each redescription by using the package

entropy developed for the programming language R. The package allows estimating Shannon’s

entropy (H ¼ �
PN� 1

i¼0
pi � log2ðpiÞ) [50] of some finite set of probabilities obtained from the

observed counts (occurrence frequencies of each level of cognitive impairment in the rede-

scription support set). In this use-case, N equals the number of different target classes occur-

ring in the support set of a redescription. Probability pi is computed as pi ¼
jtargeti \ suppðRÞj
jsuppðRÞj , where

targeti, i 2 {0, . . ., N − 1} denotes a set of entities with target label i. Characteristics of redescription

sets produced with different support intervals (1., 2., 3., 4. in Fig 2), can be seen on a plot show-

ing entropy distributions (i in Fig 2) and distributions of redescriptions’ Jaccard index (ii in

Fig 2).

Due to the smaller diversity in target classes (containing no SMC subjects and only 1 EMCI

subject), it was easier to distinguish between different groups of subjects on dataset 3 (which is

illustrated in Fig 2) than on the other two datasets. On dataset 3, we obtained many clusters of

various size, homogeneous with respect to medical diagnosis, which gives us confidence that

we found attribute combinations and numerical intervals useful for the analysis and under-

standing of cognitive impairment connected to AD.
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The entropy increases with the increase of the number of described subjects, while the Jac-

card index shows stronger associations in redescriptions with support in the first (|supp(R)|�

100 in Fig 2) and the last interval (|supp(R)| 2 [5, 10] in Fig 2). Redescriptions describing the

smallest number of subjects (the last interval) use larger number of attributes with very specific

numerical intervals to isolate groups of subjects that are very homogeneous with respect to the

medical diagnosis and describe many different groups of subjects suffering from severe cogni-

tive impairment (LMCI, AD). In contrast, many accurate redescriptions (in the first interval)

use larger numerical intervals, thus often describing subjects with various levels of cognitive

impairment. Additional reason for higher accuracy in this interval compared to the middle

two intervals is the detection of highly accurate redescriptions describing subgroups of CN

subjects. Missing values in the data and potential noise, occurring from the errors in measure-

ments and data processing, negatively affect the Jaccard index.

Analyses based on examination of redescription sets

Redescription set analyses, which included: a) the examination and expert evaluation of indi-

vidual redescriptions, b) the distribution analysis of level of dementia for the described subjects

of these redescriptions, c) comparative analyses of attribute value distribution between differ-

ent subsets of subjects (LMCI/AD vs CN or supp(R) vs CN), allowed us to find useful informa-

tion related to subjects with cognitive impairment.

From the clinical attributes, we noticed that ADAS, MOCA, Geriatric Depression Scale,

Rey Auditory Verbal Learning Test (especially the percent forgetting score), and Mini-Mental

State Exam (MMSE) occurred frequently in queries of obtained redescriptions that describe

subjects suffering from various degrees of cognitive impairment. Nevertheless, there were

instances where some CN subjects fell in the identified intervals of values for these attributes.

Attributes connected to Clinical Dementia Rating distinguished well between CN subjects and

those with different degrees of cognitive impairment. Redescriptions mostly contained the

attributes CDMEMORY, CDGLOBAL and CDR-SB (clinical dementia rating sum of boxes).

From the biological attributes, we often encountered attributes connected to brain volume,

hippocampus, various blood and urinary tests (attributes HMT and RCT), intracranial volume

(ICV), 18fluorodeoxyglucose—positron emission tomography (FDG-PET) and 18F-florbetapir

(AV45). These attributes have been studied before by Gamberger et al. [3, 13]. We noticed that

the biological attribute SPARE_AD (Spatial Pattern of Abnormalities for Recognition of Early

AD) correlated with subject’s diagnosis very well and occurred frequently in redescriptions

constructed on dataset 3 that contains it. Also, the gene variant APOE ε4 was present exclu-

sively in redescriptions describing subjects diagnosed with LMCI and AD.

We report several attributes, discovered during our analyses, for which we detected varia-

tions in levels connected to AD or discovered interesting subgroups of patients with signifi-

cantly different distribution of values for a given attribute compared to CN subjects.

Difference in distribution is measured with three different statistical tests: a) Anderson-Dar-

ling (ADT) test [51, 52], Kolmogorov-Smirnov (KST) test [53, 54] and Mann-Whitney U

(MWUT) test [55]. For Anderson-Darling we perform two-sided test and report simulated

Fig 2. Entropy (i) and Jaccard index (ii) value distributions for the redescription sets created on each dataset (first

dataset—D1 at the top, third dataset—D3 at the bottom). For a dataset Di, i 2 {1, 2,3}, we create four redescription sets Ri;1 �

Ri;4 so that the number of described subjects in each redescription (from a particular redescription set) falls in the corresponding

interval shown on the y-axis (boxplots representing distributions for each interval are coloured in different color). Each

redescription set Ri;j ; i 2 f1; 2; 3g; j 2 f1; � � � ; 4g contains 100 redescriptions.

https://doi.org/10.1371/journal.pone.0187364.g002
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(ps) and asymptotic (pa) p-values, while for Kolmogorov-Smirnov and Mann-Whitney U test

we report p-values, obtained by performing one-sided tests, and the observed direction of the

shift of distribution. Alternative hypothesis (a), for one-tailed tests have two possible forms:

a equals ( = ) less (l), or (a) = greater(g). Depending on the choice of statistical test,

the alternative hypothesis have different meaning (explained in S17 File). Simulated p-value in

ADT are obtained with default parameters (1000 simulations). Short motivation for the used

statistical tests, providing references to implementations and meaning of the chosen alterna-

tive, for the used one-sided tests, is available in supplementary document S17 File. Tests of sta-

tistical significance of difference in distribution between one selected example group and a

group of CN subjects for all mentioned attributes is displayed in Table 5. Information about

attributes with statistically significant difference in distribution between AD/LMCI and CN

subjects is reported in Table 6.

By observing redescriptions describing very homogeneous groups of subjects with high

level of cognitive impairment (LMCI and AD), we discovered groups where testosterone levels

(TSTSTRNT) were significantly decreased. Although some studies (e.g. Zhao et al. [56]) and

meta-analyses showed no differences in plasma levels of testosterone between AD and

matched controls (e.g. Xu et al. [57]), some studies, such as the one of Hogervorst et al. [58]

and Lv et al. [59], found low free testosterone level to be an independent risk factor for AD.

Plasma testosterone levels display circadian variation, peaking during sleep, and reaching a

lowest level in the late afternoon, with a superimposed ultradian rhythm with pulses every 90

min reflecting the underlying rhythm of pulsatile luteinizing hormone (LH) secretion [60].

The increase in testosterone during sleep requires at least 3 hours of sleep with normal sleep

architecture. However, since noradrenergic locus coeruleus and serotonergic dorsal raphe

nucleus are among the first neurons affected by neurofibrillary tau pathology, their changes

lead to the early and prominent deterioration of the sleep-wake cycle in AD (for a review, see

šimić et al. [61]), which may add to a reduction of testosterone levels with advancing age.

Experimental data obtained in animal models of AD suggest that low levels of testosterone

increase Aβ and tau pathology through both androgen and estrogen pathways (testosterone is

metabolized in the brain into androgen dihydrotestosterone, DHT, and 17β-estradiol, the E2

estrogen) [62, 63].

Table 5. Attributes analysed in this section with corresponding example redescription containing this attribute. For each selected attribute we pres-

ent example redescription that describes subjects with statistically significant difference in attribute value distribution compared to a group of CN subjects.

Attribute D R |E1,1| File ADT KST MWUT

pa ps a p a p

ANG2 D3 R45 46 S14 4.1 � 10−3 0 l 2.7 � 10−6 g 4.7 � 10−6

APOAII D3 R37 55 S14 7.3 � 10−15 0 g 1.7 � 10−11 l 4.2 � 10−13

BNP D3 R96 48 S14 5.7 � 10−3 0 l 0.02 g 0.15

CNTF D3 R56 33 S13 0.03 0.03 l 0.02 g 0.02

TSTSTRNT D3 R85 366 S15 5 � 10−6 0 g 0.002 l 0.05

INSULIN D3 R90 5 S12 0.01 0.01 l 0.06 g 0.01

LEPTIN D3 R72 24 S13 9.4 � 10−6 0 g 5.1 � 10−6 l 7.4 � 10−6

MCRPHMIF D3 R31 6 S12 9 � 10−5 0 l 4.2 � 10−4 g 2.3 � 10−4

PAPP-A D3 R39 327 S16 3 � 10−6 0.0 l 4.8 � 10−4 g 1.8 � 10−5

PPP D3 R43 8 S12 8.8 � 10−3 0.13 l 0.02 g 0.008

SPARE_AD D3 R37 155 S15 1.2 � 10−28 0.0 l 2.2 � 10−16 g 2.2 � 10−16

https://doi.org/10.1371/journal.pone.0187364.t005
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Unlike previous scarce data and negative correlation [64], we also found increased levels of

ciliary neurotrophic factor (CNTF) in plasma in several redescriptions describing subjects

with high level of cognitive impairment, together with decreased levels of leptin. The difference

in distribution of leptin level between groups of AD/LMCI patients and CN subjects is signifi-

cantly different (lower for AD and LMCI patients). This is in agreement with the results of

Marwarha and Ghribi [65], showing that lower leptin levels detected in AD subjects can be a

possible target for developing supplementation therapies for reducing the progression of AD.

Some groups of subjects (such as R45 from S14 File) had significantly increased levels of plasma

angiopoietin-2 (ANG2). This is in agreement with research by Thirumangalakudi et al. [66]

and research by Grammas et al. [67], that revealed elevated expression of angiopietin-2 in the

brains of AD subjects and the transgenic AD mice, respectively.

Increased levels of plasma brain natriuretic peptide (BNP) were found in several redescrip-

tions containing subjects with severe cognitive impairment. Previous research [68] suggested

that this peptide has more significant association with vascular dementia than with AD. This

could suggest either that this group of subjects, described by redescriptions containing BNP

attribute, suffered from both types of dementia (mixed dementia), or that these cases do not

suffer from AD but indeed suffer from vascular dementia. Distributions of level of BNP are sig-

nificantly different, in dataset D3, between groups of LMCI/AD and CN subjects.

Finally, we also found alteration in plasma levels of several other attributes, whose relation-

ship with AD has already been shown in the literature. These include increase in serum apoli-

poprotein B (APOB) [69], pancreatic polypeptide (PPP) [70, 71] and for very small groups, the

increase of plasma insulin [72] and the CSF macrophage migration inhibitory factor

(MCRPHMIF) [73] in AD brain. Fas (CD95) ligand (FASL) levels are found to be significantly

decreased in LMCI patients compared to AD and CN subjects in our dataset. Levels are also

lower in AD patients than in CN subjects but the difference is not statistically significant.

Although one study suggests the upregulation of FASL in AD brain [74], the levels and varia-

tions seem to heavily depend on the part of the brain. For instance, FASL levels are found to be

significantly decreased in hippocampus [75] in patients suffering from AD. Several groups of

LMCI/AD patients with significantly lower levels of APOAII compared to the CN subjects

were detected (which corresponds to research performed in [76, 77]). The difference in value

Table 6. Analysed attributes with statistically significant difference in value distribution between groups of LMCI or AD patients and CN subjects.

Attribute D Type ADT KST MWUT

pa ps a p a p

APOAII D3 LMCI vs CN 4.6 � 10−11 0 g 1.1 � 10−9 l 3.1 � 10−10

D3 AD vs CN 3.3 � 10−7 0 g 8.4 � 10−5 l 3.3 � 10−7

APOB D3 AD vs CN 0.03 0.04 l 0.03 g 0.02

ANG2 D3 LMCI vs CN 2.6 � 10−4 0 l 4.8 � 10−3 g 1.5 � 10−4

BNP D3 LMCI vs CN 9.2 � 10−8 0 l 1.8 � 10−5 g 1.2 � 10−6

D3 AD vs CN 6 � 10−7 0 l 1.3 � 10−5 g 1.2 � 10−6

FASL D3 LMCI vs CN 3 � 10−5 0 g 0.001 l 2 � 10−5

LEPTIN D3 LMCI vs CN 1.2 � 10−3 0 g 6 � 10−3 l 4.7 � 10−4

D3 AD vs CN 0.05 0.05 g 0.08 l 0.02

PAPP-A D3 LMCI vs CN 7.2 � 10−4 0.001 l 1.3 � 10−3 g 3.4 � 10−4

D3 AD vs CN 6.1 � 10−6 0 g 1.1 � 10−4 l 8.3 � 10−5

PPP D3 LMCI vs CN 6.2 � 10−3 0.005 l 0.009 g 0.003

D3 AD vs CN 2.5 � 10−3 0.001 l 0.007 g 1.5 � 10−3

https://doi.org/10.1371/journal.pone.0187364.t006
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distribution in dataset D3 is significant between groups of LMCI/AD patients and CN subjects.

Alterations in the levels of the PAPP-A attribute between CN subjects and LMCI/AD patients

are very interesting (see Tables 5 and 6). The PAPP-A levels rise in LMCI subjects than drop

significantly in AD subjects. This very property has been already detected in [78].

For each redescription set, we extracted one interesting, statistically significant redescrip-

tion, and displayed its queries, along with the diagnosis distribution of the subjects described

by this redescription (as shown in Fig 3).

The three redescriptions (as shown in Fig 3 from top to bottom) describe 602, 118 and 365

subjects, respectively with different proportion of EMCI, LMCI and AD diagnosis. They are

statistically significant and describe 46%, 20% and 62% of all subjects with some level of cogni-

tive impairment contained in the corresponding dataset. Their queries mostly contain well

known attributes listed in Table 2 and in S1–S3 Files. The clinical attributes contained are

memory score (CDMEMORY), Clinical Dementia Rating Scale Sum of Boxes (CDRSB),

judgement and problem solving score (CDJUDGE), Alzheimer’s Disease Assessment Scale

(ADAS), Mini-Mental State Exam (MMSE). The biological attributes used contain neutrophils

(HMT8), 18F-florbetapir (AV45), 18fluorodeoxyglucose—positron emission tomography

(FDG-PET), Spatial Pattern of Abnormalities for Recognition of Early Alzheimer’s disease

(SPARE_AD) and Pregnancy-Associated Protein-A (PAPP-A) measurements.

Pairwise attribute association analysis based on co-occurrences

In this section, we present results of attribute association analyses based on attribute co-occur-

rences in queries of redescriptions contained in our redescription sets. To obtain these associa-

tions, we studied the attribute co-occurrence frequencies in redescriptions contained in

redescription sets R1;R2 and R3. We focused on redescriptions describing subjects with some

level of cognitive impairment. Co-occurrence frequencies were computed separately for pairs

Fig 3. Example redescriptions (one for each dataset), each describing at least 100 subjects. All subjects described

are diagnosed with EMCI, LMCI or AD. Attribute explanations can be seen in Tables 2 and 3 (P denotes PAPP-A and FDG

denotes FDG-PET).

https://doi.org/10.1371/journal.pone.0187364.g003

Relating clinical and biological characteristics of cognitively impaired and AD patients

PLOS ONE | https://doi.org/10.1371/journal.pone.0187364 October 31, 2017 22 / 35

8.2. RELATED PUBLICATION 169



of attributes contained in views bio-bio, clin-clin and bio-clin, where bio denotes the view con-

taining biological and clin denotes the view containing clinical attributes. Finally, we merged

all redescriptions computed on all three datasets to obtain global information about pairwise

attribute associations (set R1 [R2 [R3). We do this for bio-bio, clin-clin and bio-clin combi-

nations of views. Besides the associations, we also computed the pairwise attribute correlations,

by using values of all subjects in the corresponding dataset for the selected pair of attributes,

and the statistical significance of these correlations. For each attribute we performed the Kol-

mogorov-Smirnov test to assess if its values, for subjects contained in the dataset, follow nor-

mal distribution. If we obtained p-values smaller than 0.05 for both attributes in the pair, we

computed Pearson correlation coefficient [79], otherwise we computed the Spearman’s corre-

lation coefficient [80] and the appropriate p-value of the corresponding significance test.

Spearman’s test was also used to compute correlations involving attributes with ordinal values.

A short list of top 5 pairwise associations (by co-occurrence) between attributes contained

in the analysed datasets is provided in Tables 7, 8 and 9.

Table 7 shows high association between FDG-PET and the volume of the hippocampus, the

entorhinal cortex, as well as an attribute related to the volume of the lateral ventricles. High

association was also found between intracranial volume and creatine kinase levels (CKMB).

This enzyme is present in greatest amounts in skeletal muscle, myocardium, and brain. The

FDG-PET attribute often occurred in the same descriptive rules as the attribute measuring the

level of vitamin B12 (BAT126). Administering of vitamin B12 is known to have beneficial

effects on cognition when there is insufficient level of B12 in the organism [81, 82]. The inci-

dence of AD increases with age and in fact, older adults often show deficiency of vitamin B12,

Table 7. The top five associations between pairs of biological attributes as measured by their co-occurrence in redescription queries. Attribute cor-

relations for a redescription set Ri are computed on dataset Di. P denotes the Pearson correlation coefficient and S denotes the Spearman’s correlation coeffi-

cient. Ru ¼ R1 [R2 [R3. Correlations for attribute pairs from the redescription set Ru are computed on the largest dataset containing both attributes.

Pairwise associations and correlations between biological attributes

RS Attribute pair Co-occurrence Test Correlation p-value

R1 Hippocampus, FDG-PET 111 P 0.42 <2.2 � 10−16

FDG-PET, Entorhinal 106 P 0.35 <2.2 � 10−16

FDG-PET, Ventricles 52 S −0.39 <2.2 � 10−16

FDG-PET, ICV 46 S −0.39 <2.2 � 10−16

FDG-PET, AV45 42 S −0.37 <2.2 � 10−16

R2 FDG.PET, Hippocampus 86 P 0.4 <2.2 � 10−16

FDG-PET, Entorhinal 76 P 0.31 <2.2 � 10−16

FDG-PET, AV45 52 S −0.37 <2.2 � 10−16

FDG-PET, RCT14 45 S 0.124 0.0003

FDG-PET, BAT126 31 S −0.007 0.42

R3 SPARE_AD, PAPP-A 66 S −0.05 0.1

SPARE_AD, Entorhinal 39 S −0.51 <2.2 � 10−16

PLMNRARC, PAPP-A 18 S −0.05 0.14

SPARE_AD, TNC 17 S 0.09 0.14

PAPP-A, Entorhinal 15 S 0.08 0.039

Ru Hippocampus, FDG-PET 197 P 0.42 <2.2 � 10−16

FDG-PET, Entorhinal 182 P 0.35 <2.2 � 10−16

FDG-PET, AV45 94 S −0.37 <2.2 � 10−16

FDG-PET, Ventricles 68 S −0.39 <2.2 � 10−16

FDG-PET, ICV 67 S −0.39 <2.2 � 10−16

https://doi.org/10.1371/journal.pone.0187364.t007
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mainly due to the impaired vitamin B12 uptake in the gastrointestinal tract [83]. AD patients

also have increased homocysteine levels in the blood. Since homocysteine is directly associated

with brain atrophy, it is possible that vitamin B12 supplementation (that reduces homocysteine

levels) can actually slow the progression of brain atrophy [81]. However, since meta-analyses

failed to prove [84, 85] the connection of vitamin B12 supplementation with homocysteine lev-

els and improved cognition, further studies should be conducted to resolve this issue. The cor-

relation between FDG-PET and B12 values in our dataset was not statistically significant,

though it may be more pronounced on a subset of subjects (for instance those above a certain

age). It has been reported [86] that diagnosis based on FDG-PET can lead to false diagnosis of

AD, where subjects can be cognitively normal or have cognitive impairment due to a reversible

cause.

The clinical attributes ADAS, MOCA, MMSE, CDR, FAQ and RAVLT co-occurred fre-

quently. Interestingly, the question number 13 (number of targets hit) from the ADAS test

occurred very frequently in redescription queries. In this task, the participants are required to

cross-out specific digits from a long list of digits. High frequency co-occurrences and corre-

sponding correlations for all aforementioned attributes can be seen in Table 8.

There was also a strong association of the ADAS, CDR and MOCA clinical attributes with

FDG-PET and SPARE_AD, the volume of the entorhinal cortex and the hippocampus, and

other biological attributes (see Table 9). Correlations between these attributes were statistically

significant. One of the most interesting associations is that between CDRSB and PAPP-A

which is used in screening tests for Down syndrome. CDRSB and PAPP-A negatively corre-

lated (−0.15) and the correlation was statistically significant at the significance level of 0.01.

Table 8. The top five associations between pairs of clinical attributes as measured by their co-occurrence in redescription queries. Attribute correla-

tions for a redescription set Ri are computed on dataset Di. P denotes the Pearson correlation coefficient and S denotes the Spearman’s correlation coeffi-

cient. Ru ¼ R1 [R2 [R3. Correlations for attribute pairs from the redescription set Ru are computed on the largest dataset containing both attributes.

Pairwise associations and correlations between clinical attributes

RS Attribute pair Co-occurrence Test Correlation p-value

R1 ADAS13, RAVLT 52 S −0.8 <2.2 � 10−16

ADAS13, Q13SCORE 49 S 0.5 <2.2 � 10−16

ADAS13, CDMEMORY 48 S 0.5 <2.2 � 10−16

ADAS13, FAQ 45 S 0.67 <2.2 � 10−16

RAVLT, CDMEMORY 43 S −0.63 <2.2 � 10−16

R2 MOCA, ADAS13 60 S −0.72 <2.2 � 10−16

MOCA, EcogPtPlan 30 S −0.28 <2.2 � 10−16

MOCA, CDMEMORY 27 S −0.58 <2.2 � 10−16

ADAS13, MMSE 24 S −0.64 <2.2 � 10−16

ADAS13, CDRSB 23 S 0.66 <2.2 � 10−16

R3 ADAS13, CDMEMORY 60 S 0.76 <2.2 � 10−16

MMSE, CDMEMORY 42 S −0.73 <2.2 � 10−16

ADAS13, CDRSB 34 S 0.76 <2.2 � 10−16

ADAS13, MMSE 30 S −0.71 <2.2 � 10−16

FAQ, ADAS13 29 S 0.7 <2.2 � 10−16

Ru ADAS13, CDMEMORY 122 S 0.5 <2.2 � 10−16

ADAS13, FAQ 82 S 0.67 <2.2 � 10−16

ADAS13, CDRSB 79 S 0.72 <2.2 � 10−16

ADAS13, RAVLT 77 S −0.8 <2.2 � 10−16

ADAS13, MMSE 77 S −0.69 <2.2 � 10−16

https://doi.org/10.1371/journal.pone.0187364.t008
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Associations with PAPP-A. Motivated by the statistically significant association between

PAPP-A and CDRSB, we used constraint-based redescription mining to create a new rede-

scription set (on dataset D3) by focusing only on redescriptions containing PAPP-A as one of

the attributes in the redescription queries (corresponding redescription set is presented in sup-

plementary document S16 File). The associations from this redescription set, containing 100

redescriptions, are presented in Table 10. Support sets of all constructed redescriptions con-

tained both male and female subjects with diagnosis LMCI and AD.

The associations presented in Table 10 show that PAPP-A occurs frequently in redescrip-

tion queries together with the clinical tests CDMEMORY, CDRSB, MMSE and ADAS13. Cor-

relations between PAPP-A and all these attributes were statistically significant at the

significance level of 0.01. Interestingly, SPARE_AD and PAPP-A occurred in every redescrip-

tion from the redescription set obtained with constraint-based redescription mining. As noted

earlier, the correlation between these two attributes was not statistically significant when mea-

sured for all subjects in the dataset. However, the correlation (Spearman’s ρ = −0.096) was sta-

tistically significant (with p = 0.026) when measured for subjects with AD and LMCI at the

significance level of 0.05. The fact that every redescription in the set obtained with constraint-

based redescription mining described exclusively subjects with AD and LMCI possibly

explains the high frequency of association between those attributes and necessitates further

exploration of the role of PAPP-A in AD and LMCI. Additionally, we found an interesting

association between PAPP-A and two other biological attributes: the volume of the entorhinal

Table 9. The top five associations between pairs of attributes consisting of a clinical and a biological attribute. The association is measured as their

co-occurrence in redescription queries. Attribute correlations for a redescription set Ri are computed on dataset Di. P denotes the Pearson correlation coeffi-

cient and S denotes the Spearman’s correlation coefficient. Ru ¼ R1 [R2 [R3. Correlations for attribute pairs from the redescription set Ru are computed on

the largest dataset containing both attributes.

Pairwise associations and correlations between a biological and a clinical attribute

RS Attribute pair Co-occurrence Test Correlation p-value

R1 ADAS13, FDG 197 S −0.58 <2.2 � 10−16

ADAS13, Entorhinal 99 S −0.49 <2.2 � 10−16

ADAS13, Hippocampus 96 S −0.54 <2.2 � 10−16

ADAS11, FDG 79 S −0.55 <2.2 � 10−16

CDMEMORY, FDG 69 S −0.49 <2.2 � 10−16

R2 ADAS13, FDG 142 S −0.56 <2.2 � 10−16

MOCA, FDG 124 S 0.49 <2.2 � 10−16

ADAS13, Entorhinal 52 S −0.38 <2.2 � 10−16

MOCA, Hippocampus 44 S 0.45 <2.2 � 10−16

RAVLT, FDG 42 S 0.48 <2.2 � 10−16

R3 ADAS13, SPARE_AD 131 S 0.68 <2.2 � 10−16

CDMEMORY, SPARE_AD 110 S 0.72 <2.2 � 10−16

CDRSB, SPARE_AD 58 S 0.7 <2.2 � 10−16

MMSE, SPARE_AD 51 S −0.62 <2.2 � 10−16

CDRSB, PAPP-A 43 S −0.15 0.0002

Ru ADAS13, FDG 339 S −0.58 <2.2 � 10−16

ADAS13, Entorhinal 171 S −0.49 <2.2 � 10−16

ADAS13, Hippocampus 136 S −0.54 <2.2 � 10−16

ADAS13, SPARE_AD 131 S 0.68 <2.2 � 10−16

MOCA, FDG 124 S 0.49 <2.2 � 10−16

https://doi.org/10.1371/journal.pone.0187364.t009
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cortex and the volume of the fusiform gyrus (Fusiform). Correlations between PAPP-A and

these biological attributes were statistically significant at the significance level of 0.05.

Discussion

The redescription mining approach to segmenting high-dimensional datasets offers several

advantages over classical clustering, subgroup discovery and association mining, such as the

capability to generate relevant equivalence associations among combinations of attributes. We

performed redescription mining experiments on three different datasets, created by extracting

different sets of attributes from the ADNI database, and measured the redescription accuracy

and the level of homogeneity (in terms of level of cognitive impairment) of the subjects

described by each redescription. Basically, the main aim of our study has been to differentiate

between cognitively normal subjects and those with some level of cognitive impairment, using

clinical and biological attributes potentially related to AD. Our experiments over the con-

structed datasets were deliberately split into different support ranges in terms of subjects

described with redescriptions to allow extracting general and specific, relevant AD-related

information.

In this study, we found a number of surprisingly large and homogeneous groups and many

smaller, more specific subgroups of subjects that are described with informative redescriptions,

in a large extent confirming findings of previous works, corroborating some previously debat-

able findings or providing additional information about various attributes. After obtaining

interesting associations with PAPP-A, we used the introduced extensions to the CLUS-RM

algorithm to perform constraint-based redescription mining, allowing us to further explore

associations of various attributes with PAPP-A. CLUS-RM is extended to perform fully auto-

mated constraint-based redescription mining on data containing either numerical, categorical

attributes or missing values. In addition, it is equipped with soft and suggested CBRM capabil-

ity, introduced in this work.

The clinical attribute CDR (CDMEMORY, CDGLOBAL and CDR-SB) was shown to be a

very good attribute for differentiating CN subjects and subjects with some level of cognitive

impairment. The gene variant APOE ε4 was associated with subjects with high level of cogni-

tive impairment (LMCI and AD), whereas the biological attribute SPARE_AD was highly cor-

related with the subject’s diagnosis.

Table 10. The top four associations of PAPP-A with other attributes based on attribute pair occurrences in redescription queries obtained by

using constraint-based redescription mining on dataset D3. S denotes Spearman’s correlation coefficient. The produced redescription set contains 100

different redescriptions.

Associations of PAPP-A with biological attributes

Attribute pair Co-occurrence Test Correlation p-value

SPARE_AD, PAPP-A 100 S −0.05 0.1

Fusiform, PAPP-A 21 S 0.11 0.01

Entorhinal, PAPP-A 20 S 0.08 0.039

Hippocampus, PAPP-A 13 S 0.01 0.4

Associations of PAPP-A with clinical attributes

Attribute pair Co-occurrence Test Correlation p-value

CDMEMORY, PAPP-A 85 S −0.11 0.0034

CDRSB, PAPP-A 51 S −0.15 0.00019

MMSE, PAPP-A 49 S 0.13 0.00088

ADAS13, PAPP-A 42 S −0.11 0.0056

https://doi.org/10.1371/journal.pone.0187364.t010
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Additionally, high association of ADAS, CDR, and MOCA clinical attributes with

FDG-PET, SPARE_AD, and the volume of the entorhinal cortex and hippocampus were

shown. When describing homogeneous groups of subjects with high level of cognitive

impairment (LMCI and AD), the decrease of testosterone plasma levels, CNTF plasma levels

and increase of BNP plasma levels were observed. Likewise, changes in other biological attri-

butes previously reported as being altered in AD, such as increase in levels of serum apolipo-

protein B, pancreatic polypeptide, plasma insulin and Fas (CD95) were found.

Finally, probably the most important finding of this study was the detection of altered levels

of those biological attributes, for subjects with cognitive impairment, that could have potential

as therapeutic targets in AD, namely decreased leptin and increased angiopoietin-2 plasma lev-

els. Decreasing leptin levels have been suggested to alleviate AD-related cellular changes in

rabbit organotypic slices [87] and in human neuroblastoma cell culture [88, 89], suggesting

that lowered leptin levels detected in AD subjects can be a possible target for developing sup-

plementation therapies for reducing the progression of AD. The finding of increased angio-

poietin-2 plasma levels in AD patients is in accordance with the study of Thirumangalakudi

et al. [66], who showed that angiopoietin-2 is expressed by AD, but not control-derived micro-

vessels, supporting the idea of targeting the angiogenic changes in the microcirculation of the

AD brain as a potential therapeutic approach in AD [67]. Altogether, analysing redescriptions

from all three different datasets allowed finding many different associations. Some of these

associations, such as SPARE_AD and PAPP-A are novel and require more in depth analysis

with the supervision of domain experts. The correlation between SPARE_AD and PAPP-A

was not statistically significant when computed for all subjects contained in the dataset R3, but

it was statistically significant when computed only for subjects with AD and LMCI at the sig-

nificance level of 0.05. PAPP-A showed significant correlation with the volume of the Fusiform

gyrus and the volume of the Entorhinal cortex—both already known as being associated with

AD [90, 91]. Further, PAPP-A had statistically significant correlation to the most widely used

clinical cognitive tests: ADAS, Mini-Mental State Examination and Clinical Dementia Rating

Sum of Boxes.

It has been shown [92] by measuring the reference intervals of PAPP-A (in 52 healthy

males and 74 healthy, non-pregnant women) that the reference intervals are <22.9 ng/mL for

men and<33.6 ng/mL for non-pregnant women. PAPP-A levels of smokers were lower than

that of non-smokers and there is a positive correlation between serum PAPP-A levels and sub-

jects’ age. The measured median value of PAPP-A in males 6.85 with the range [undetectable,

24, 40] ng/mL were significantly higher than the median of female subjects 3.4 with the mea-

sured range [undetectable, 36, 7] ng/ml. For both males and females, non-smokers had higher

levels of PAPP-A than smokers. For males, the difference was statistically significant and for

females, it was not. PAPP-A levels in pre-menopause women were lower than in the post-men-

opause women, however the difference was not statistically significant. In male subjects, the

study found a significant correlation between subjects’ age and the level of PAPP-A, however

in female subjects this correlation was not statistically significant.

Our search (PubMed search on 3 March 2016.) by using the keywords pappalysin-1/Preg-
nancy-associated plasma protein-A (PAPP-A) and Alzheimer’s disease revealed only one publi-

cation [93] that associates PAPP-A with depressive symptoms.

Results by Llano et al. [78] show that PAPP-A is among the most significant descriptors in

plasma proteomic data for distinguishing between CN, MCI and AD patients by different

supervised machine learning algorithms. We discovered associations between PAPP-A and

cognitive status (LMCI, AD). These results demonstrate the importance of further study of

PAPP-A as potential marker for early detection of AD.

Relating clinical and biological characteristics of cognitively impaired and AD patients

PLOS ONE | https://doi.org/10.1371/journal.pone.0187364 October 31, 2017 27 / 35

174 Chapter 8. Applications



Distribution analysis of PAPP-A values based on our data and those of Llano et al. [78]

show that PAPP-A levels are increased in MCI and LMCI patients but are significantly

decreased in subjects diagnosed with AD. Decrease in PAPP-A levels from LMCI to AD

patients on our data is more pronounced in female than in male patients. The possible link

between PAPP-A and AD related genes (ABCA1,ABCG1) discovered in Hu et al. [94] is

explained by Tang et al. [95]. This publication discusses the role of PAPP-A in pathogenesis of

atherosclerosis through its inhibition of liver X receptors α (LXRα) through the insulin-like

growth factor (IGF)-I-mediated signalling pathway, and negative regulation of expression of

ABCA1 and ABCG1 genes—all significantly associated with AD [94]. Although LXR are best

known as the key regulators of cholesterol metabolism and transport, LXR signaling has also

been shown to have significant anti-inflammatory properties [96]. Various studies surveyed in

štefulj et al. [96] implicate LXR in the pathogenesis, modulation, and therapy of AD.

Further potential association between PAPP-A and AD can be seen through study of

patients suffering form type-2 diabetes. It has been shown [97] that patients suffering from

type-2 diabetes also have significantly increased level of PAPP-A. Akter et al. [98] showed the

potentially shared pathology of type-2 diabetes and AD, where some research (e.g. [99]),

shows high influence of type-2 diabetes on the potential development of AD. Also, one study

performed on mice [100] suggested that changes in the brain during AD can potentially cause

diabetes.

Conclusion

The association of PAPP-A (previously known as pappalysin-1) with cognitive status is proba-

bly the most intriguing and novel finding of this study, as it has been scarcely investigated in

this context.

PAPP-A was detected as a significant attribute in differentiating between CN, MCI and AD

subjects [78] through use of different supervised machine learning algorithms. It has also been

shown that it is significant in predicting the progression from MCI to AD, though none of the

used subsets of attributes provided adequate predictions of progression between these two

classes. High association of PAPP-A with depressive symptoms has already been demonstrated

[93] by using the ensemble machine learning algorithm of Random Forests.

In our work, we detected important correlation between the attribute PAPP-A and the cog-

nitive test CDRSB. By applying the newly developed constraint-based extensions of the

CLUS-RM algorithm, we detected a larger number of attributes with statistically significant

correlation with PAPP-A. In addition to CDRSB, we observed more clinical tests, such as

MMSE and ADAS13, with statistically significant correlations with PAPP-A. Interesting and

significant correlations were also observed with the biological attributes: volume of the Fusi-

form gyrus and volume of the Entorhinal cortex both known as being associated with AD [90,

91] with the volume of Entorhinal cortex being significantly reduced even in the mild case of

AD [91].

The high importance of our finding lies in the fact that PAPP-A is a metalloproteinase,

already known to cleave insulin-like growth factor (IGF) binding proteins (IGFBPs). Perhaps

even more importantly, since it also shares similar substrates with the A Disintegrin and

Metalloproteinase (ADAM) family of enzymes (the main group of enzymes that act as α-secre-

tase to physiologically cleave the amyloid precursor protein (APP) in the so-called non-amyloi-

dogenic pathway [101]), it could be directly involved in the metabolism of the amyloid

precursor protein (APP) in the very early stages of AD. Based on the above, the role of

PAPP-A in AD should be investigated in greater details.
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3. Gamberger D, Ženko B, Mitelpunkt A, LavračN. Multilayer Clustering: Biomarker Driven Segmentation

of Alzheimer’s Disease Patient Population. In: Ortuño F, Rojas I, editors. Bioinformatics and Biomedi-

cal Engineering. vol. 9043 of Lecture Notes in Computer Science. Springer International Publishing;

2015. p. 134–145.

4. Adaszewski S, Dukart J, Kherif F, Frackowiak R, Draganski B, ADNI, et al. How early can we predict

Alzheimer’s disease using computational anatomy? Neurobiology of aging. 2013; 34(12):2815–2826.

https://doi.org/10.1016/j.neurobiolaging.2013.06.015 PMID: 23890839

5. Liu X, Tosun D, Weiner MW, Schuff N, Initiative ADN, et al. Locally linear embedding (LLE) for MRI

based Alzheimer’s disease classification. NeuroImage. 2013;83:148–157. https://doi.org/10.1016/j.

neuroimage.2013.06.033 PMID: 23792982

6. Dukart J, Mueller K, Barthel H, Villringer A, Sabri O, Schroeter ML, et al. Meta-analysis based SVM

classification enables accurate detection of Alzheimer’s disease across different clinical centers using

FDG-PET and MRI. Psychiatry Research: Neuroimaging. 2013; 212(3):230–236. https://doi.org/10.

1016/j.pscychresns.2012.04.007 PMID: 23149027

7. Doraiswamy P, Sperling R, Johnson K, Reiman E, Wong T, Sabbagh M, et al. Florbetapir F 18 amyloid

PET and 36-month cognitive decline: a prospective multicenter study. Molecular Psychiatry. 2014; 19

(9):1044–1051. https://doi.org/10.1038/mp.2014.9 PMID: 24614494

8. Donovan NJ, Wadsworth LP, Lorius N, Locascio JJ, Rentz DM, Johnson KA, et al. Regional cortical

thinning predicts worsening apathy and hallucinations across the Alzheimer disease spectrum. The

American Journal of Geriatric Psychiatry. 2014; 22(11):1168–1179. https://doi.org/10.1016/j.jagp.

2013.03.006 PMID: 23890751

Relating clinical and biological characteristics of cognitively impaired and AD patients

PLOS ONE | https://doi.org/10.1371/journal.pone.0187364 October 31, 2017 30 / 35

8.2. RELATED PUBLICATION 177



9. Guo LH, Alexopoulos P, Wagenpfeil S, Kurz A, Perneczky R, ADNI, et al. Brain size and the compen-

sation of Alzheimer’s disease symptoms: a longitudinal cohort study. Alzheimer’s & Dementia. 2013; 9

(5):580–586. https://doi.org/10.1016/j.jalz.2012.10.002

10. Hostage CA, Roy Choudhury K, Doraiswamy PM, Petrella JR, ADNI. Dissecting the Gene Dose-

Effects of the APOE epsilon4 and epsilon2 Alleles on Hippocampal Volumes in Aging and Alzheimer’s

Disease. PLoS ONE. 2013; 8(2):e54483. https://doi.org/10.1371/journal.pone.0054483 PMID:

23405083

11. Risacher SL, Kim S, Shen L, Nho K, Foroud T, Green RC, et al. The role of apolipoprotein E (APOE)

genotype in early mild cognitive impairment (E-MCI). Frontiers in Aging Neuroscience. 2013; 5. https://

doi.org/10.3389/fnagi.2013.00011 PMID: 23554593

12. Gamberger D, MihelčićM, LavračN. Multilayer Clustering: A Discovery Experiment on Country Level

Trading Data. In: Proceedings of the 17th International Conference, Discovery Science, DS 2014,

Bled, Slovenia; 2014. p. 87–98.

13. Gamberger D, Ženko B, Mitelpunkt A, LavračN, ADNI. Identification of Gender Specific Biomarkers

for Alzheimer’s Disease. In: Guo Y, Friston K, Aldo F, Hill S, Peng H, editors. Brain Informatics and

Health. vol. 9250 of Lecture Notes in Computer Science. Springer International Publishing; 2015. p.

57–66.
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Chapter 9

Software Availability

In this chapter we discuss the availability of software implementing algorithms and tools
that constitute scientific contributions presented in this thesis.

9.1 Software Related to CLUS-RM and Redescription Set
Optimization

The CLUS-RM algorithm (described in Sections 4.3 and 4.4) with redescription set opti-
mization by redescription extraction1 and by redescription exchange2 (described in Sections
5.2 and 5.3) and the constraint-based redescription mining capability (described in Sec-
tions 4.5 and 5.4) is available in ClowdFlows [125] as a ClowdFlows widget. The complete
code repository of widgets containing our library for redescription mining is available on
GitHub3. The source code of the library for redescription mining and redescription set
optimization is also available on GitHub4.

We present a ClowdFlows workflow enabling the use of CLUS-RM algorithm, redescrip-
tion set optimization procedure and the CLUS-RM capabilities for constraint-based re-
description mining. The workflow is presented in Figure 9.1.

Figure 9.1: ClowdFlows workflow enabling redescription mining with the CLUS-RM algo-
rithm and redescription set optimization.

1http://www.clowdflows.org/workflow/11552/
2http://www.clowdflows.org/workflow/11549/
3https://github.com/matmih/CLUS-RM-widgets-for-ClowdFlows
4https://github.com/matmih/CLUS-RM-library

http://www.clowdflows.org/workflow/11552/
http://www.clowdflows.org/workflow/11549/
https://github.com/matmih/CLUS-RM-widgets-for-ClowdFlows
https://github.com/matmih/CLUS-RM-library
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9.2 Software Related to InterSet

InterSet is a web-based redescription set exploration tool (described in Section 6.3). The
functionality of the tool can be tested on the Internet5 (see Figure 9.2). The source code
of the tool is freely available on GitHub6.

Figure 9.2: InterSet home page available at http://zel.irb.hr/interset/.

5http://zel.irb.hr/interset/
6https://github.com/matmih/InterSet

http://zel.irb.hr/interset/
http://zel.irb.hr/interset/
https://github.com/matmih/InterSet


185

Chapter 10

Conclusions and Future Work

Contributions described in this thesis are primarily related to the data mining field called
redescription mining. Predictive Clustering Trees constitute a backbone of the developed
redescription mining algorithm called CLUS-RM. They have been utilized to construct
rules used for redescription construction and to guide the search between different views.
We have shown that using PCTs enables producing a large number of highly accurate
redescriptions. Various extensions of CLUS-RM, such as using random forest of Predictive
Clustering Trees, conjunctive refinement and query minimization procedures, have been
developed with the aim of increasing the overall quality of produced redescription sets.
The experimental evaluation shows that the CLUS-RM approach is fully competitive with
other state-of-the art solutions and that it even outperforms other approaches when only
conjunction and literal level negation logical operators are used in a redescription query
construction.

A redescription set construction procedure, based on multi-objective optimization, that
allows creating a redescription set of user-defined size, has also been developed. Depending
on the type of optimization process used, the redescription set can be iteratively improved
with newly constructed redescriptions or constructed by extracting redescriptions from a
larger set of redescriptions. The optimization procedure allows limiting the number of pro-
duced patterns and influencing the redescription set structure, through various redescrip-
tion quality measures and user importance preferences. This technique also allows for
using ensembles of redescription mining algorithms to create redescription sets of superior
properties in a fully automated manner.

The CLUS-RM redescription mining algorithm has also been extended to a constraint-
based redescription mining setting (thus enabling the user to define attribute level con-
straints containing an arbitrary amount of attributes) and with new modes of constraint-
based redescription mining.

The process of redescription set exploration, described in this thesis and realized
through the tool InterSet complements the existing approach Siren and offers techniques
for exploration of different parts of the generated redescription set. It derives different
statistical information from the redescription set in order to enhance the exploration pro-
cess. This differs from previous approaches that were based on examination of individual
redescriptions.

The CLUS-RM algorithm with constraint-based redescription mining extensions has
been applied in the domain of medicine to redescribe patients suffering from different levels
of cognitive impairment or Alzheimer’s disease. This resulted in confirming many already
known findings, corroborating some debatable findings and providing research hypothesis
about one scarcely explored finding—that connecting Pregnancy-associated plasma protein
A (PAPP-A), with a different level of cognitive impairment and Alzheimer’s disease.
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Redescription mining currently aims to find descriptions of various subsets of entities
using multiple distinct views that are as accurate as possible (subsets of entities described
by redescription queries have a large Jaccard index) and are hard to obtain by joining
randomly obtained queries into a redescription. However, it is not entirely clear what is
the relation between these measures and the true interestingness of produced redescriptions.
Current definition of the task is very broad and includes potential discovery of predictive
patterns but also anomalies, outliers, one-time events and many other types of knowledge.
Each of these tasks may be very interesting in different applications, however evaluation
measures and underlying algorithms will probably need to be tuned and developed further
to yield satisfactory results. The end usage and definition of interestingness largely depend
on the domain and research objectives.

Methods and techniques presented in this thesis have been developed to solve the task
in its broadest, most general form. The main goal was to allow users to obtain knowledge
of interest and allow easier exploration and analysis of this knowledge. Although we
significantly extended the number of measures used for redescription evaluation, there
is still a lot of work to be done in this direction. As has been shown in Appendix B,
many additional tests can be performed to evaluate different aspects of redescriptions and
redescription mining algorithms.

The CLUS-RM algorithm has many advantages but also some disadvantages and po-
tential for further improvement. The main drawback of the CLUS-RM algorithm is com-
putational complexity (quadratic on the number of entities and linear in the number of
attributes, the same as other tree-based approaches). It currently produces many tests,
though this number can be reduced with various optimisations. Application of disjunction
operator can potentially be improved by using procedure similar to atomic updates instead
of combining existing precomputed queries. Such improvements could change the distribu-
tion of support size in the output redescription set, which currently contains larger number
of redescriptions of high accuracy but lower support (mostly containing attributes strongly
connected with conjunction operators). The optimization by extraction redescription set
procedure can be consuming with respect to the used memory and execution time if it is
used in an inappropriate manner.

In future work, we intend to extend the CLUS-RM methodology to incorporate the
information about network connectivity between entities contained in the data. This will
enable finding redescriptions with some specific network property. Further extensions in-
clude developing techniques for mining redescriptions described by more than two views,
using redescription mining to find interesting subgroups described by multiple views and
incorporating the developed extensions into the InterSet tool. Tuning CLUS-RM algo-
rithm to find redescriptions of different properties (predictive, generalizable, significant) is
another interesting direction. It includes development of appropriate techniques for further
evaluation of redescriptions. Comparisons of different redescription mining algorithms may
include measures such as rand index, adjusted rand index, variation of information etc.
This may also serve as a good measure to include redescription mining algorithms that
produce very different redescription sets in an ensemble to produce sets of superior prop-
erties. Potential of using redescription mining for different tasks, such as dimensionality
reduction, prediction, anomaly detection, feature construction should be explored.
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Appendix A

Correspondence Between
Redescription Set and
Multi-Objective Optimization

We demonstrate the correspondence between our redescription set optimization and the
standard multi-objective optimization setup. This is done through a bijective mapping
between redescriptions and numerical vectors. For each redescription quality criteria, we
construct a function that returns an equivalent value to the corresponding redescription
criteria given a numerical vector corresponding to a selected redescription.

As can be seen in Chapter 3, redescription quality criteria operate on a domain of
redescriptions, occasionally using information about a redescription set. Standard multi-
objective formulation assumes functions whose domain is a subset of Rn, n ∈ N, k ≥ 2.
Thus, we demonstrate that there is a mapping between the two optimization approaches.

We can transform the originally defined multi-objective optimization problem

min {f1(R), f2(R), . . . , fk(R)}
R ∈ R

where fi : R 7→ R, into to the standard multi-objective setting

min {f ′1(~x), f ′2(~x), . . . , f ′k(~x)}
~x ∈ S ⊂ Rn

where f ′i : Rn 7→ R, S ⊂ Rn.
Given an input dataset containing |E| entities and two views containing |A1| and |A2|

attributes, each redescription R = (q1, q2) is represented with a vector ~v ∈ Rn as follows:

• vi = 1↔ ei ∈ supp(q1), 0 otherwise, for i ≤ |E|.

• vi = 1↔ ei−|E| ∈ supp(q2), 0 otherwise, for |E| < i ≤ 2 · |E|.

• vi = 1↔ ei−2·|E| ∈ supp(R), 0 otherwise, for 2 · |E| < i ≤ 3 · |E|.

• vi = |attr(q1) ∩ {aj}| ↔ aj ∈ attrs(q1), 0 otherwise, for 3 · |E| < i ≤ (3 · |E| +
|A1|), j ∈ 1, . . . , |A1|.

• vi = |attr(q2) ∩ {bk}| ↔ bk ∈ attrs(q2), 0 otherwise, for (3 · |E| + |A1|) < i ≤
(3 · |E|+ |A1|+ |A2|), k ∈ 1, . . . , |A2|.
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We can define the quality functions of redescriptions represented as vectors, with pre-
viously defined transformation, with equivalent functionality to redescription quality func-
tions defined in Chapter 3. Newly defined functions have a domain D ⊆ Rn, n ∈ N, where
the set D is finite and the feasible objective region of the multi-objective optimization
problem is a non-convex set.

For a given dataset containing |E| entities and |A1|, |A2| attributes, we define vectors
~e(i,j) defined as e(i,j)k = 1, i < k ≤ j, 0 otherwise.
We define a function fJ : Rn 7→ [0, 1] which computes the Jaccard index of a redescrip-

tion, represented as a real-valued vector. It is defined as:

fJ(~v) =
~v · ~e(2·|E|,3·|E|)

~v · ~e(0,|E|) + ~v · ~e(|E|,2·|E|) − ~v · ~e(2·|E|,3·|E|)

We denote n =
~e(0,|E|)· ~e(0,|E|)

2 . Statistical significance fp(~v) : Rn 7→ [0, 1] is defined as:

fp(~v) =
n∑

i=~v· ~e(2·|E|,3·|E|)

(
n

i

)
· (~v ·

~e(0,|E|) · ~v · ~e(|E|,2·|E|)

n2
)n · (1− ~v · ~e(0,|E|) · ~v · ~e(|E|,2·|E|)

n2
)n−i

We define a set B ∈ P(Rn) such that ~v ∈ B ↔ R ∈ R and ~v is a vector representation of
R and use it in the definition of functions:
fredScoreEl(~v) : Rn × P(Rn) 7→ [0, 1], defined as:

fredScoreEl(~v,B) =
∑

i, ~e(2·|E|,3·|E|)i 6=0
vi · (fB(e(i−1,i))− find(~v))

∑
i, ~e(2·|E|,3·|E|)i 6=0

fB(e(i−1,i))

where fB : Rn 7→ R is defined as fB(~d) =
∑

~v′∈B
~v′ · ~d. Function find : Rn × P(Rn) 7→ R is

defined as: find(~v,B) = δ~v(B). Auxiliary function fel(j) : N 7→ B ⊆ Rn, fel(j) = ~vk, k = j
allows defining function fscoreelemSim

: Rn × P(Rn) 7→ [0, 1], as:

fscoreelemSim
(~v,B) = maxj(

e(2·|E|,3·|E|) · (~v � fel(j,B))
e(2·|E|,3·|E|) · ~v + e(2·|E|,3·|E|) · fel(j,B)− e(2·|E|,3·|E|) · (~v � fel(j))

)

Functions computing redescription attribute redundancy can be computed analogously.
Redescription set attribute/entity coverage measure can be defined using a function fexist :
N× P(Rn) 7→ {0, 1} defined as:

fexist(i,B) =
{

1 ,
∑

~v∈B vi > 0

0 , otherwise

Function fcovu : Rn × P(Rn) 7→ R is defined as:

fcovu(~v,B) =
∑|E|

i=1 vi · (1− fexist(i,B))
|E|

We define a family of functions f (k)comp : Rn 7→ [0, 1], k ∈ N defined as:

f (k)comp(~v) =

{
~v·e(3·|E|,3·|E|+|A|1+|A|2)

k , ~v · e(3·|E|,3·|E|+|A|1+|A|2) < k

1 , k ≤ ~v · e(3·|E|,3·|E|+|A|1+|A|2)
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Appendix B

Additional evaluation of CLUS-RM

We evaluate the CLUS-RM algorithm and produced redescriptions with several machine
learning (predictivity tests [38], generalizability tests) and statistical techniques (permuta-
tion tests [126], Bonferroni correction [127] and FDR correction [128]). We discuss potential
benefits and drawbacks of using these techniques in redescription mining. Evaluations are
performed using the Country dataset which contains 199 entities (see [19]).

Predictivity test of redescription mining algorithms was introduced by Zinchenko et al.
[38] to test if three different redescription mining algorithms produce predictive redescrip-
tions. Predictive redescriptions are those whose accuracy is not significantly reduced when
evaluated on the dataset that is a superset of a training set.

One significant problem that arises while using this procedure is that it is not possible
to perform stratified sampling. Performing uniform sampling and then testing redescrip-
tion mining algorithms causes unnatural splits that reduce accuracy of these algorithms.
Moreover, groups of entities that would have been described using the original data are
discarded due to insufficient support size when data is split to train and test set. In their
work, Zinchenko et al. [38] stratify the Bio dataset using prior knowledge of its internal
structure. Such procedure is hard to do for every dataset (especially if true structure is
not known).

Here, we introduce the tests of generalizability of redescription mining algorithms.
These tests assess algorithm capabilities to create redescriptions that generalize good to
unseen entities (not contained in the datasets used to create redescriptions). By its nature,
this test is similar to evaluating performance of predictive models on a test set. The
artefacts of uniform sampling are even more pronounced and reflected on the test accuracy
of redescriptions in this setting compared to tests of predictivity. The number of artefacts
produced by testing procedures can be reduced by appropriate experimental setup. For
a dataset E containing |E| entities, we denote the training set with Etr and the test set
with Ets. These sets are obtained by performing uniform split of the original dataset so
that |Etr| = x · |E| and |Ets| = (1 − x) · |E|. We are interested in finding a group size c
for some fixed group of entities, such that, after data split, the probability of having at
least one entity from this group in test set is very close to 1. This size can be estimated

from pe = 1−
( |E|−c
(1−x)|E|

)
( |E|
(1−x)|E|

) . Plots showing probabilities of obtaining at least one entity from

a group g of size |g| = c ≥ 5, in a test, given train/test splits of 60/40%, 70/30% and
80/20%, are demonstrated in Figure B.1. These plots show that the probability stabilizes
and gets very close to 1 for |g| ≥ 30.

Splits that cause a very small number of entities from a given group to be present in
a test set are also problematic (because they may cause large variability of test accuracy
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Figure B.1: Probabilities of selecting at least one entity from a group of entities of a size
g in a test set with a pre-defined split for a Country dataset.

in redescriptions describing this group). For a targeted group of entities g of size gs = |g|,
the probability of assigning at least s entities from g to the test set equals:

peG(s) =

min{gs,|Ets|}∑

i=s

(|Ets|
s

)
· gs!

(gs− i)! ·
(|E| − gs)!

((|E| − gs)− |Ets|+ i)!
· (|E| − |Ets|)!|E|!

We use this formula to compute the probability of having less than 10 entities in a test
set for groups of size 30, 40 and 50 given a train/test split of 70/30%. The corresponding
probabilities are 0.585, 0.162 and 0.021.

To evaluate capabilities of CLUS-RM to find predictive and generalizable redescriptions
on a Country dataset, and to demonstrate aforementioned effects related to this type of
evaluation, given uniform entity split, we create a set of 200 redescriptions with support
intervals: [10, 19], [20, 39], [40, 49] and [50, 70]. We plot a comparative boxplots showing
distributions of Jaccard index obtained on a train set, the entire data set (assessing predic-
tivity) and the test set (assessing generalizability). We count the number of redescriptions
for which: a) there were no entities from test set contained in redescription support, b)
the difference between the train Jaccard index and a test Jaccard index is larger than
0.2. CLUS-RM used minimal Jaccard index 0.5, maximal p-value 0.01 and 200 iterations
with conjunction, negation and disjunction logical operators. Produced sets contain 200
redescriptions except the set corresponding to the last interval containing 130 discovered
redescriptions. The results are presented in Figure B.2 and Table B.1.

Results presented in Figure B.2 show that the difference in redescription accuracy
between train and test set slowly reduces as redescription support size increases.
Table B.1 demonstrates that large number of redescriptions with support size contained
within first presented interval have no entities from test set contained within support set.
As demonstrated, there is a non-zero probability that groups of size 10 to 20 will not
have a representative in a test set. Given specific structure of Country dataset, where
different subsets of Western European countries can be re-described with many different
highly accurate redescriptions, such high number is not surprising. This potentially leads
to hundreds of highly accurate redescriptions that describe countries exclusively contained
within train set. Effects of errors due to small number of entities from a group contained
in a test set can also be noticed from a column |TD|. As presented, with the increase of
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Figure B.2: Jaccard index comparison of redescription sets obtained using CLUS-RM
algorithm, with different support parameters, on a train set, whole data set (testing pre-
dictivity) and a test set (testing generalizability) using 70/30% split.

Table B.1: The number of redescriptions R ∈ R with 0 entities from test set contained in their
support set (T0) and the number of redescriptions for which J(R)tr − J(R)ts > 0.2 (TD).

R |R| |T0| |TD|
R[10,19] 200 55 182

R[20,39] 200 2 62

R[40,49] 200 0 35

R[50,70] 135 0 12

minimal support size, the probability of such anomalies decreases significantly.
Pemutation tests were performed on a redescription set obtained from the Country

dataset using 800 algorithm iterations, minimal Jaccard index 0.6 and other parameters as
in previous experiments. The goal was to assess if CLUS-RM finds significant and accurate
associations based on the properties of the underlying data (not solely due to distributions
of attribute values). These tests were performed by randomly permuting values between
entities in a Country dataset (so that associations between attributes are broken) and then
using CLUS-RM algorithm on randomized dataset to find redescriptions with minimal
support 5. The redescription produced on the original dataset was deemed significant if its
accuracy was higher than predefined percentage of redescriptions produced on a randomized
dataset. The main drawbacks of this approach are that it utilizes redescription mining
algorithm being tested, it is time consuming and it is possible that no redescriptions, or
insufficient number of redescriptions, can be found (in which case it is not possible to
compute empirical p-values at a predefined level of significance). In such cases we consider
all produced redescriptions as significant. Obtained results revealed that 192 out of 200
redescriptions have empirical p-value smaller or equal 0.01 and 196 smaller or equal to 0.05.
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1 redescription has p-value larger or equal 0.1 meaning that at least 10% redescriptions
obtained on the randomized dataset had larger accuracy than this redescription. This
indicates that it may be possible to obtain redescriptions of this or smaller accuracy due
to attribute value distributions occurring in the used dataset.

We also performed a permutation test in which we assessed the accuracy of redescrip-
tions obtained on a Country dataset against 10000 randomized versions of this dataset.
Randomized versions were obtained by randomly permuting attribute values among en-
tities. For each redescription, we counted the number of times this redescription had
accuracy larger on the original dataset then on the randomized versions (successes) and
fails (cases when the opposite was true). The empirical p-value was assessed as a fraction
of number of fails and the number of trials. The main drawback of this approach is that
it requires intense computations. Obtained results showed that 121 of 200 redescriptions
have pemp ≤ 0.01 and 155 have pemp ≤ 0.05. 34 redescriptions have pemp ≥ 0.1 showing
that in at least 10% of the cases their accuracy emerged due to random arrangements of
attribute values among entities.

Other form of randomization test, not performed but eligible for further work is to
construct a random redescription mining algorithm and attempt to obtain redescriptions
on a original dataset. This test could show if any of the discovered redescriptions by the
redescription mining algorithm are easy to find at random from the original dataset.

We computed Bonferroni and FDR corrections for multiple hypothesis testing on the
same redescription set on which we performed permutation tests. A major drawback of
applying this method is that current approaches for computing p-values have a numerical
limitation of 2 · 10−17 which causes p-values to equal 0 on datasets containing more than
1000 entities. Another problem is determining what should be counted as a number of
simultaneous tests, given the fact that different redescription mining algorithms work dif-
ferently and that hypothesis are never assessed simultaneously. It is the iterative process in
which many redescriptions are created but also discarded. CLUS-RM is even more specific
with its redescription set optimization procedure. Due to this procedure and alternations,
different redescriptions are added in a redescription set at different iterations. Corrected
p-values may be a useful stopping criterion for CLUS-RM and other redescription mining
algorithms. When the corrected p-values start to close to a predefined corrected value
threshold, the alternation process could be terminated.

In this experiment, we compute the adjusted p-values for all redescriptions from a re-
description set taking into account all hypothesis tests performed during CLUS-RM com-
putations (which is highly conservative) and computing the adjusted p-values taking into
account output redescription set size (which might be permissive since some redescriptions
were compared with others during optimization process). We argue that the true estimate
of corrected p-value is somewhere between these numbers.

The obtained results, when p-values were corrected with the total number of tests
performed (13, 255, 436), using Bonferroni correction, showed that 112 redescriptions have
corrected p-value smaller or equal 0.01 and 152 smaller or equal 0.05. 4 redescriptions have
corrected p-value larger or equal 0.1. Bonferroni correction is criticized for being to strict
and having small power. When corrected using the size of output redescription set as a
number of simultaneous tests, 198 redescriptions have corrected p-value less than 0.01 and
2 redescriptions have corrected p-value larger or equal 0.1. FDR corrected p-values differ
significantly. When correcting using all hypothesis tests performed, the corrected p-values
of 198 redescriptions is less or equal 0.01 whereas 2 redescriptions have corrected p-value
larger or equal 0.1. When FDR is computed using only the size of output redescription set
as number of simultaneous tests, the corresponding corrected p-value is smaller than 0.01
for all produced redescriptions.
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